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1. Introducción 
En diciembre de 2022 fue adjudicado a IMDEA Networks el proyecto “MLEDGE - Aprendizaje 

automático en la nube y en el borde (Cloud and Edge Machine Learning)” 

(REGAGE22e00052829516, en adelante el ‘Proyecto’ o MLEDGE) por parte del Ministerio de 

Asuntos Económicos y Transformación Digital del Gobierno de España, con fondos de la 

Unión Europea dentro del Plan de Recuperación, Transformación y Resiliencia (European 

Union - NextGenerationEU/PRTR). El proyecto tiene como objetivo habilitar un ecosistema 

próspero de servicios FL en el borde seguros y eficientes capaces de facilitar el uso de datos 

personales y B2B confidenciales para entrenar modelos de ML para consumidores mientras 

se protege la privacidad de los datos y de sus propietarios.  

Los objetivos generales del proyecto se pueden resumir en los siguientes: 

1. Hacer del aprendizaje federado una funcionalidad accesible y de fácil uso en el borde 
mediante el desarrollo de una capa de software intermedio y componentes que 
escondan la complejidad del procesamiento y el intercambio de datos que supone. 

2. Resolver problemas técnicos asociados al aprendizaje federado en el borde de la 
nube. 

3. Demostrar esta funcionalidad en casos de uso que reflejen problemas reales de la 
industria que pueden ser resueltos con estas tecnologías. 

4. Explotar los resultados del proyecto involucrando a agentes externos y comunicar los 
hallazgos al público potencial en general. 

Para alcanzar estos objetivos, se han catalogado una serie de objetivos técnicos 
específicos del proyecto que se resumen en los siguientes: 

1. Diseñar un marco de desarrollo de servicios de aprendizaje federado (FLaaS) en el 
borde de la nube y componentes que ayuden a popularizar este tipo de servicios 

2. Diseñar y desarrollar soluciones de seguridad (FedSecure) contra ataques de 
envenenamiento o inferencia lanzados desde servidores de borde rebeldes y/o nodos 
de agregación “honestos pero curiosos”. 

3. Gestionar los desafíos de la portabilidad de datos en el borde de la red (DataEdge) 

4. Crear un esquema de marca de agua (FedWM) para proteger contra la redistribución 
de los datos o metadatos que se intercambien entre servidores en el borde en el marco 
del FLaaS. 

5. Crear una capa de lógica económica y de negocio (FLaaS Manager) que implemente 
una distribución justa de costes e ingresos entre las partes cuando colaboren en el 
entrenamiento de modelos de ML. 

6. Soporte a DevOps y al desarrollo continuo de servicios de aprendizaje automático en 
la nube, optimizando los costes mediante su monitoreo, predicción y asignación 
inteligente y energéticamente eficiente de los trabajos de computación. 

Finalmente, uno de los propósitos fundamentales de este proyecto es diseñar, desarrollar y 
divulgar demostradores públicos que manejen datos personales sensibles y que nutran 
modelos de aprendizaje automático aplicables a distintos sectores industriales. Para ello, en 
la primera fase del proyecto, se seleccionaron diversas empresas para colaborar en el 
desarrollo de la plataforma FLaaS (Federated Learning as a Service) y en la supervisión de 
los costes computacionales, así como para el diseño e implementación de casos prácticos de 
negocios que se beneficien del aprendizaje distribuido en la periferia de la nube. 
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Este documento corresponde al entregable E2.1, titulado “Versión final de los componentes 
básicos de MLEDGE”, y tiene como fin presentar los progresos alcanzados en los 
componentes fundamentales de MLEDGE durante el primer año del proyecto. La estructura 
del documento es la siguiente: La sección 2 resume la arquitectura propuesta para el proyecto 
y cómo esta contribuye al logro de los objetivos planteados. De la sección 3 a la 7, se detallan 
los avances logrados en los diferentes componentes. Dado que el equipo trabaja 
predominantemente en inglés, estas secciones incluyen material en dicho idioma, como 
publicaciones y documentos técnicos. Finalmente, la sección 8 ofrece las conclusiones y los 
próximos pasos a seguir en el proyecto. 
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2. Arquitectura de MLEDGE 
En esta sección, se presenta la arquitectura del proyecto MLEDGE junto con una descripción 

de los diferentes componentes de la misma. El proyecto busca: 

i) Avanzar en el estado del arte de los componentes de acuerdo con los objetivos científicos 

ii) Demostrar estos avances sobre plataformas y casos de uso comerciales de forma que se 

facilite la explotación posterior de los resultados del proyecto en la economía real. 

 

El diagrama mostrado en la figura siguiente resume la arquitectura de MLEDGE y los bloques 

del proyecto que se presentó como propuesta del proyecto. 

 

 

Figura 1. Diagrama de bloques de MLEDGE 

 

La arquitectura de MLEDGE se articula en torno a tres capas: 

● La capa de infraestructuras dispone los recursos de computación y comunicación 

necesarios para la ejecución del proyecto. Dicha capa de infraestructuras puede incluir 

recursos a diferentes niveles de la red, incluyendo clouds públicas o privadas 

“centralizadas” en el núcleo de la nube, nodos de computación en el borde de la nube, 

e incluso infraestructuras en casa o terminales de los usuarios. 

● La capa de servicios MLEDGE busca integrar una serie de componentes que 

habiliten servicios FLaaS en el borde de la nube, y que puedan integrar componentes 

innovadores que provengan del desarrollo de los objetivos científicos del proyecto. 

● La capa de demostración incluye casos de uso reales de empresas de la economía 

tradicional y digital, así como un caso de uso específico de optimización de 

infraestructuras cloud. Los casos de uso buscarán demostrar el uso del aprendizaje 

federado en el borde de la nube y de los componentes de MLEDGE en escenarios 
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reales y con datos reales. Para ello, durante los primeros seis meses de proyecto se 

ha realizado un screening de empresa y se han elaborado pliegos para realizar 

licitaciones de estos tres casos de uso a empresas españolas externas a IMDEA. 

A continuación, se describen los componentes de la capa de servicios en los que se está 

trabajando durante el proyecto, su relación con los objetivos científicos, y los casos de uso 

que se buscará incorporar de la industria mediante estas licitaciones. 

La capa de servicios de MLEDGE trabajará sobre la base de alguna de las soluciones 

comerciales de FLaaS que se describieron en la sección 4.2. Adicionalmente, se incluye una 

serie de componentes perfectamente alineados con los objetivos científicos del proyecto que 

buscan extender el estado del arte de algunos componentes del aprendizaje federado en el 

borde de la nube. Además, su integración con casos de uso específicos de la industria 

permitirá probar estos componentes directamente sobre casos reales y acelerar el tiempo 

hasta la explotación de los mismos por parte de la industria. 

La siguiente tabla relaciona los componentes de la capa de servicios de MLEDGE con los 

objetivos científicos del proyecto: 

Tabla 1. Relación entre objetivos científicos y componentes de la capa de servicios de 

MLEDGE 

Objetivo científico Componente 
MLEDGE 

1. DevOps y desarrollo continuo para servicios de aprendizaje 

automático (FLaaS) que se ejecutan en borde de la nube 

FLaaS 

2. Uso eficiente de FL en nubes híbridas y protección contra ataques 
 

FedSecure 

3. Protección de datos sensibles o confidenciales que sean 

intercambiados entre dominios administrativos en la nube y el borde de 

la nube 

FedWM 

4. Equidad en términos de distribución de costos y ganancias cuando la 

computación en el borde se usa para entrenar de forma colaborativa 

modelos de ML 

FLaaS Manager 

5. Gestión de los desafíos de portabilidad de datos en el borde DataEdge 

 

En las siguientes secciones se presentan los avances de cada uno de los componentes 

MLEDGE, except DataEdge. Para este componente, tras el estudio del estado del arte, se 

decidió que se usarían formatos estándar de representación de datos e interfaces como XML, 

RDF, REST API, adaptados a las recomendaciones de DCAT, IDSA y GAIA-X para asegurar 

mecanismos estándar y controlados de intercambio de datos entre las partes que intervienen 

en el aprendizaje federado.  
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3. FLaaS 

La investigación del componente de innovación de FLaaS ha abordado la creación de un 
sistema avanzado de aprendizaje federado distribuido, utilizando como base el protocolo 
BitTorrent. Este enfoque busca superar los desafíos asociados con los sistemas centralizados 
tradicionales, evitando que una única entidad controle o acceda a la información completa de 
todos los modelos entrenados por los diferentes clientes. Este sistema permite también el 
entrenamiento simultáneo de múltiples modelos que son propuestos y personalizados según 
las necesidades específicas de cada cliente. Hemos denominado a esta iniciativa como 
FLTorrent, un nombre que refleja su inspiración en la eficiencia y descentralización 
característica del protocolo BitTorrent. 

Hasta la fecha de diciembre de 2024, hemos logrado progresos significativos en este 
componente innovador, los cuales están detalladamente descritos en el Anexo 1, redactado 
en inglés. Además, los esfuerzos futuros para FLTorrent incluyen la optimización de la 
transmisión de datos dentro de la aplicación FLTorrent, asegurando una implementación 
efectiva en situaciones prácticas y en escenarios del mundo real. 

El siguiente paso se centra en perfeccionar y expandir las capacidades de FLTorrent, como 
se describe en el Anexo 2. Este componente crucial será sometido a pruebas rigurosas en la 
plataforma FLaaS, que ha sido integrada al proyecto gracias a la colaboración de una de las 
empresas que ganó los lotes de trabajo de MLEDGE. Este componente no solo se empleará 
en los estudios de caso diseñados para demostrar la viabilidad y eficacia del proyecto, sino 
que también se presentará al final del proyecto como una de las principales innovaciones 
desarrolladas, mostrando su aplicabilidad y los beneficios en entornos empresariales y 
operativos reales. 
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4. FedSecure 
La integración del aprendizaje federado (FL) con entornos de nube híbrida ofrece beneficios 

significativos en términos de privacidad de datos y entrenamiento descentralizado de 

modelos. Sin embargo, esta configuración es inherentemente vulnerable a una variedad de 

amenazas cibernéticas, lo que hace necesario implementar medidas de protección robustas. 

Nuestra investigación aborda los desafíos duales de optimizar la eficiencia del aprendizaje 

federado en nubes híbridas y mejorar la seguridad contra posibles ataques. Detallamos 

nuestros hallazgos y metodologías en dos documentos subsiguientes, cada uno centrado en 

estrategias innovadoras para agilizar las operaciones de FL y fortalecerlas contra violaciones 

de seguridad en entornos tan complejos. 

4.1. Protección de la Clasificación de Temas Sensibles en 

Aprendizaje Federado contra Ataques de Envenenamiento 

Uno de los problemas de que adolece el aprendizaje federado es que es vulnerable a una 

serie de ataques realizados por parte de los clientes, el servidor o entidades externas. El 

módulo FedSecure tiene como objetivo trabajar para mejorar la seguridad del aprendizaje 

federado en el borde de la nube. Este trabajo se realizará en dos direcciones: 1) el desarrollo 

de modelos de reputación de los clientes para detectar ataques de envenenamiento, 2) la 

mejora de los criterios de agregación del modelo global. 

El componente FedSecure ha comenzando trabajando por este segundo componente. Como 

resultado se ha publicado el siguiente artículo en NDSS, conferencia tier-1 en seguridad de 

sistemas distribuidos: 

T Chu, A Garcia-Recuero, C Iordanou, G Smaragdakis, N Laoutaris. Securing 

Federated Sensitive Topic Classification against Poisoning Attacks. 30th Annual 

Network and Distributed System Security Symposium, {NDSS} 2023 

Enlace a la presentación del paper en NDSS 

El paper presenta una solución basada en aprendizaje federado para construir un clasificador 

distribuido capaz de detectar URLs contenido sensible, es decir, contenido relacionado con 

categorías como como la salud, las creencias políticas, la orientación sexual, etc. Aunque las 

limitaciones de los anteriores clasificadores offline/centralizados, sigue siendo centralizados, 

sigue siendo vulnerable a los ataques de envenenamiento de maliciosos que pueden intentar 

reducir la precisión de los usuarios benignos difundiendo actualizaciones defectuosas del 

modelo. Para evitarlo desarrollamos un esquema de agregación robusto basado en la lógica 

subjetiva y la detección de ataques basados en residuos. Empleando una combinación de de 

análisis teórico, simulación basada en trazas y validación experimental validación 

experimental con un prototipo y usuarios reales, demostramos que nuestro clasificador puede 

detectar contenidos sensibles con gran precisión, aprender nuevas etiquetas con rapidez, y 

seguir siendo robusto ante ataques de envenenamiento envenenamiento por parte de 

usuarios maliciosos, así como de entradas imperfectas de usuarios no maliciosos. no 

maliciosos. 

El Anexo 2 del entregable incluye el paper (en inglés). 

 

https://www.youtube.com/watch?v=9NLlY97ElW0
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4.2. Cuantificación y Preservación de la Privacidad en 

Aprendizaje Federado con Poda 

De Modelos La poda de modelos ha sido propuesta como una técnica para reducir el tamaño 
y la complejidad de los modelos de aprendizaje federado (FL). Al hacer los modelos locales 
más simples mediante la poda, se espera intuitivamente mejorar la protección contra ataques 
a la privacidad. Sin embargo, el nivel de protección de la privacidad esperado no había sido 
previamente caracterizado ni optimizado conjuntamente con la utilidad. En este documento, 
primero caracterizamos la privacidad ofrecida por la poda. Establecemos límites superiores 
teóricos de la información sobre la fuga de información desde FL podado y validamos 
experimentalmente estos límites bajo ataques a la privacidad de última generación en 
diferentes esquemas de poda de FL. En segundo lugar, introducimos PriPrune: un algoritmo 
consciente de la privacidad para la poda en FL. PriPrune utiliza máscaras de poda de defensa, 
que se pueden aplicar localmente después de cualquier algoritmo de poda, y adapta la tasa 
de poda de defensa para optimizar conjuntamente la privacidad y la precisión. Otra idea clave 
en el diseño de PriPrune es la Pseudo-Poda: realiza la poda de defensa dentro del modelo 
local y solo envía el modelo podado al servidor; mientras que los pesos eliminados por la 
máscara de defensa se retienen localmente para entrenamientos locales futuros en lugar de 
ser eliminados. Demostramos que PriPrune mejora significativamente el equilibrio entre 
privacidad y precisión en comparación con los esquemas de FL podados de última 
generación. Por ejemplo, en el conjunto de datos FEMNIST, PriPrune mejora la privacidad de 
PruneFL en un 45.5% sin reducir la precisión. Como resultado, se ha publicado el siguiente 
artículo en la revista ACM Transactions on Modeling and Performance Evaluation of 
Computing Systems, una conferencia de primer nivel sobre seguridad de sistemas 
distribuidos. 

Chu, T., Yang, M., Laoutaris, N., & Markopoulou, A. (2023). PriPrune: Quantifying and Preserving 

Privacy in Pruned Federated Learning. ACM Transactions on Modeling and Performance Evaluation of 

Computing Systems. 

Link to the paper 

Este estudio cuantifica teórica y empíricamente las fugas de privacidad en la poda de modelos. 

Derivamos límites superiores teóricos sobre la cantidad de información revelada acerca del 

conjunto de datos de un usuario individual a través de las actualizaciones del modelo, en 

cualquier esquema de FL podado. Esta es la primera caracterización teórica de las fugas de 

privacidad en modelos de FL podados. El estudio también realiza una evaluación empírica 

exhaustiva que cuantifica la cantidad de fuga de privacidad de seis esquemas de poda, 

considerando varios ataques a la privacidad de última generación. Además, diseña un nuevo 

ataque a la privacidad (denominado Inversión de Gradientes Escasos, o SGI), específicamente 

diseñado para explotar vulnerabilidades inherentes a la poda de modelos en FL. Esta 

evaluación, combinada con nuestro análisis teórico, proporciona percepciones valiosas sobre 

las elecciones y parámetros que afectan la privacidad proporcionada por la poda. 

Basándonos en estos hallazgos, hacemos nuestra segunda contribución: diseñamos PriPrune, 

un mecanismo de poda que preserva la privacidad. PriPrune defiende contra ataques de 

inversión de gradientes en FL podado, realizando una poda local adicional (de defensa), 

después de cualquier esquema de poda (base) en FL. PriPrune aplica una máscara de defensa 

personalizada y adapta la tasa de poda de defensa, de modo que optimiza conjuntamente la 

precisión del modelo y la privacidad, utilizando retropropagación aumentada con Muestreo de 

Softmax Gumbel. Otra idea clave en el diseño de PriPrune es lo que denominamos Pseudo-

Poda: implica podar con la máscara de defensa dentro del modelo local y transmitir el modelo 

https://dl.acm.org/doi/abs/10.1145/3702241


13/135 

podado al servidor, mejorando así la privacidad. Sin embargo, los pesos eliminados por la 

máscara de defensa en el modelo local no se descartan; en cambio, se retienen localmente para 

rondas subsiguientes de entrenamiento local, preservando así la precisión del modelo. 

4.3. FedQV: Aprovechando la Votación Cuadrática en 

Aprendizaje Federado 

El Aprendizaje Federado (FL) permite que diferentes partes colaboren en el entrenamiento de 

un modelo global sin revelar sus etiquetas locales respectivas. Un paso crucial del FL, el de 

agregar modelos locales para producir uno global, comparte muchas similitudes con la toma 

de decisiones públicas, y en particular con las elecciones. En ese contexto, una debilidad mayor 

del FL, específicamente su vulnerabilidad a los ataques de envenenamiento, puede interpretarse 

como una consecuencia del principio de un persona un voto (en adelante 1p1v), que sustenta 

la mayoría de las reglas de agregación contemporáneas. 

En este documento, presentamos FedQV, un nuevo algoritmo de agregación basado en la 

votación cuadrática, recientemente propuesta como una alternativa mejor a las elecciones 

basadas en 1p1v. Nuestro análisis teórico establece que FedQV es un mecanismo veraz en el 

que ofertar de acuerdo con la valoración real de uno es una estrategia dominante que logra una 

tasa de convergencia equiparable a la de los métodos más avanzados. Como resultado, el 

siguiente artículo ha sido publicado en la revista ACM Transactions on Modeling and 

Performance Evaluation of Computing Systems, una conferencia de primer nivel sobre 

seguridad de sistemas distribuidos. 

Chu, T., & Laoutaris, N. (2024). FedQV: Leveraging Quadratic Voting in Federated 

Learning. Proceedings of the ACM on Measurement and Analysis of Computing Systems, 8(2), 1-36. 

Link to the paper 

Además, nuestro análisis empírico utilizando múltiples conjuntos de datos del mundo real 

valida el rendimiento superior de FedQV frente a ataques de envenenamiento. También 

muestra que combinar FedQV con "presupuestos" de votación desiguales según una puntuación 

de reputación aumenta aún más sus beneficios de rendimiento. Finalmente, demostramos que 

FedQV puede combinarse fácilmente con mecanismos de preservación de privacidad robustos 

a ataques bizantinos para mejorar su robustez tanto contra ataques de envenenamiento como 

de privacidad. 

El Anexo 5 del entregable incluye el artículo (en inglés). 

 

 

 

 

 

 

  

https://dl.acm.org/doi/10.1145/3652963.3655055
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5. FedWM 

El objetivo el componente es crear un esquema de marca de agua o similar para proteger de 

la propiedad de los datos cuando se requiera la redistribución de los datos o metadatos que 

se necesiten intercambiar entre servidores en el borde en el marco del FLaaS. Como primer 

avance, se una nueva técnica para modular la frecuencia de aparición de unos pocos tokens 

en un conjunto de datos para codificar una marca de agua invisible que puede utilizarse para 

proteger derechos de propiedad sobre los datos. Desarrollamos algoritmos heurísticos 

algoritmos heurísticos óptimos y rápidos para crear y verificar esas marcas de agua. 

La técnica se presentará en una conferencia internacional Tier-1 en materia de ingeniería de 

datos: 

D. Isler, E. Cabana, A. Garcia-Recuero, G. Koutrika, N. Laoutaris, “FreqyWM: 

Frequency Watermarking for the New Data Economy,” Aceptado para publicación en 

IEEE International Conference of Data Engineering 2024. 

En el artículo también demostramos la robustez de nuestra técnica contra contra varios 

ataques y derivamos límites analíticos para la probabilidad de "detectar" erróneamente una 

marca de agua en un conjunto de datos que no la contiene. Nuestra técnica es aplicable tanto 

a datos unidimensionales a conjuntos de datos unidimensionales y multidimensionales. tipo 

de token, permite un control fino de la distorsión introducida y se puede utilizar en una 

variedad de casos de uso que implican la compra y en los mercados de datos actuales. 

El anexo 3 del entregable incluye el paper (en inglés) 
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6. FLaaS Manager 

De alguna manera, el aprendizaje federado asume que los diferentes nodos que participan 

en el entrenamiento del modelo de aprendizaje distribuido tienen incentivo suficiente en 

mejorar el modelo para participar activamente en el proceso. Esto ha sido así en los primeros 

modelos de aprendizaje federado, como los empleados por el teclado de Google. Sin 

embargo, según se desarrolle la tecnología y aumenten los casos de uso, puede haber 

ocasiones en que la entidad que dispone los datos para entrenar los modelos no 

necesariamente es la que está interesada en el desarrollo de estos modelos. 

Por el contrario, los mercados de datos buscan diseñar entidades que sean capaces de 

mediar entre los proveedores y los consumidores de datos sin que medie ningún interés de 

los primeros en el uso que los segundos hacen de los mismos. El diseño de estos mercados 

de datos distribuidos tiene una serie de desafíos técnicos, algunos de los cuales son objeto 

de investigación en el proyecto. En este sentido, se está trabajando en dos frentes: 

6.1. Entendiendo el Precio de los Datos en Mercados 

Comerciales de Datos 

Facilitar el establecimiento de precios de los datos, para dinamizar y reducir la incertidumbre 

en las transacciones, facilitando la toma de decisiones de precios por parte de la parte 

vendedora, y proporcionando información para la toma de decisiones de compra. En esta 

dirección se ha conseguido una primera publicación del primer modelo de predicción de 

precios basado en información de mercado y que se presentó en 2023 en una conferencia 

internacional Tier-1 en materia de ingeniería de datos en Anaheim, California:: 

Santiago Andrés Azcoitia, Costas Iordanou, and Nikolaos Laoutaris. Understanding 

the Price of Data in Commercial Data Marketplaces. April 2023. 39th IEEE 

International Conference on Data Engineering (ICDE 2023)  

Enlace a la presentación (Talk)  

Enlace a las transparencias (Slides)  

Enlace al conjunto de datos compartido con la comunidad (Dataset) 

En la actualidad, se trabaja en la federación de este modelo de precios, de forma que la 

información de oferta y transacciones resida en los proveedores y mercados de datos, pero 

puedan compartir modelos en la nube para establecer los precios en base a su conocimiento 

conjunto. 

6.2. Pruébalo Antes de Comprarlo 

Se han propuesto nuevos mecanismos de mercado de datos (DM) para entrenar 

colaborativamente modelos compartidos por compradores potenciales a través de arquitecturas 

distribuidas utilizando datos bajo el control de la plataforma. En la mayoría de los casos, los 

DM requieren que los compradores compartan información y modelos sensibles, lo que 

compromete su escalabilidad y la privacidad y propiedad intelectual de los compradores, 

además de sobrecargar a la plataforma con el costo de procesamiento no despreciable para 

https://ieeexplore.ieee.org/document/10184748
https://ieeexplore.ieee.org/document/10184748
https://www.computer.org/csdl/video-library/video/1NJeTSXGw0w
https://sandresazcoitiacom.files.wordpress.com/2023/12/20230406-andres-santiago-understanding-the-price-of-data-in-data-marketplaces.pdf
https://gitlab.com/sandresazcoitia1/data-pricing-tool
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seleccionar o evaluar los datos. Además, estos mecanismos imponen a la plataforma un costo 

de procesamiento significativo para seleccionar o evaluar los datos, el cual demostramos que 

está lejos de ser insignificante, basándonos en los costos reales de las nubes públicas y los DM 

comerciales, poniendo en riesgo su viabilidad. 

Definimos una nueva arquitectura de mercado de datos que permite a los compradores probar 

datos contra su modelo para seleccionar y comprar activos que mejor se ajusten a sus 

necesidades, y propone cobrar a los compradores por los costos de procesamiento asociados 

con las transacciones de datos. A diferencia de diseños anteriores, nuestra propuesta obliga a 

los compradores a preocuparse por la cantidad de procesamiento solicitado de la plataforma. 

Demostramos técnicas para que los compradores optimicen el costo de los procesos de 

selección y compra de datos, a saber, estrategias de compra inteligentes novedosas para reducir 

el número de solicitudes de evaluación, y el uso de "modelos de valoración títeres" (puppet 

valuation models o PVM) y "funciones de valoración" (valuation functions o VFs) para reducir 

su complejidad. Los VFs y PVM también sortean el problema de compartir propiedad 

intelectual sensible por parte de los compradores. Creemos que nuestro mercado de datos está 

listo para ser implementado utilizando la funcionalidad de sandbox existente de entidades 

comerciales, y estamos trabajando en demostrar su viabilidad utilizando casos de uso de 

clasificación de imágenes y predicción basados en datos de movilidad. 

En el Anexo 5 presentamos el progreso en este componente, que llamamos preliminarmente 

Entre la Suerte y el Abuso de Devoluciones Gratuitas. 

6.3. De RAGs a Riquezas: Recuperación Descentralizada y 

Medición de la Influencia de Documentos en Sistemas de 

Generación con Recuperación Mejorada (RAG) 

Los sistemas de Generación con Recuperación Mejorada (RAG) representan una mejora 

innovadora para los modelos de lenguaje grandes (LLMs) tradicionales al incorporar la 

capacidad de recuperar datos externos relevantes durante el proceso de generación. Esta técnica 

aumenta significativamente la precisión y relevancia de los resultados, especialmente en 

campos especializados como finanzas, derecho o medicina. Sin embargo, la integración de la 

recuperación de datos externos introduce desafíos complejos que incluyen preocupaciones de 

privacidad, problemas de escalabilidad y la necesidad de incentivar de manera efectiva a los 

proveedores de datos de terceros. 

Estamos avanzando en un estudio que propone un marco novedoso que aborda estos desafíos 

introduciendo la recuperación descentralizada (DR) y la medición de la influencia de 

documentos. Nuestro enfoque busca equilibrar los intereses de los propietarios de LLM y los 

proveedores de datos de terceros. Los propietarios de LLM pueden compensar solo por los 

datos valiosos que realmente se utilizan, sin comprometer la privacidad de las consultas de los 

usuarios. Simultáneamente, los proveedores de datos reciben una compensación justa sin 

necesidad de revelar prematuramente su información propietaria. Esta estrategia dual no solo 

mejora la privacidad y la escalabilidad, sino que también fomenta un modelo de negocio 

sostenible para los sistemas RAG, promoviendo un mercado de datos más equitativo. 

En el Anexo 7 presentamos el progreso en este componente, que llamamos preliminarmente 

De RAGs a Riquezas. 
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7. Conclusión  

Este documento detalla el progreso actual y una versión preliminar de los componentes 

dentro del proyecto MLEDGE. Un objetivo principal de este proyecto, y en particular de la 

iniciativa PRTR, es aprovechar los avances científicos producidos por la industria. Para este 

fin, el documento elabora sobre tres casos de uso específicos. Estos casos de uso se han 

iniciado a través de licitaciones separadas como parte del marco del proyecto para involucrar 

a agentes industriales. Estos agentes tienen la tarea de demostrar la practicidad del 

aprendizaje federado en el borde de la nube. Además, estos casos de uso actúan como 

pruebas de concepto vitales para los diversos componentes científicos desarrollados durante 

la duración del proyecto. 

El documento también describe los próximos pasos en el proyecto MLEDGE, que están 

estructurados en torno a varios objetivos principales: 

Integración de Socios Industriales: El proyecto tiene como objetivo incorporar a empresas 

responsables de desarrollar e implementar los casos de uso descritos. Esta integración es 

crucial para impulsar las aplicaciones prácticas de los avances científicos del proyecto. 

Investigación y Desarrollo Continuos: Se dirigirá un esfuerzo continuo hacia la investigación 

y el desarrollo adicional de los componentes del proyecto. Esto involucrará refinar tecnologías 

existentes y posiblemente introducir nuevas innovaciones para mejorar la producción y 

eficiencia del proyecto. 

Integración Técnica y Exploración de Aplicaciones: Se ha planificado un estudio para 

explorar cómo estos componentes técnicos recién desarrollados de MLEDGE pueden 

integrarse con la plataforma existente de Federated Learning as a Service (FLaaS). Además, 

este paso implica evaluar la utilidad de estos componentes dentro de los casos de uso del 

proyecto y más allá, con el objetivo de maximizar su aplicabilidad e impacto en varios 

escenarios. 

Evaluación de la Eficacia del Componente: Evaluar el rendimiento y el impacto de los 

componentes recién desarrollados dentro de entornos operativos. Esto involucra procesos de 

prueba y validación rigurosos para asegurar que cumplan con los estándares y requisitos 

necesarios. 

Escalado y Despliegue: Estrategias para escalar las soluciones desarrolladas dentro de 

MLEDGE para un despliegue más amplio, incluyendo la identificación de nuevos mercados y 

aplicaciones potenciales para las tecnologías. 

Medidas de Cumplimiento y Seguridad: Desarrollar y hacer cumplir estrictos protocolos de 

cumplimiento y seguridad para proteger los datos y operaciones asociados con el aprendizaje 

federado en el borde, asegurando que todas las actividades se alineen con los estándares legales 

y éticos. 

Al abordar estos pasos, el proyecto MLEDGE busca consolidar sus contribuciones a las 

tecnologías de aprendizaje federado en el borde de la nube, asegurando que el proyecto no solo 

avance el conocimiento científico sino que también brinde beneficios tangibles liderados por 

la industria. A medida que el proyecto MLEDGE avanza y se determinan los oferentes exitosos 
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para los casos de uso, una mayor visibilidad de sus planes influirá significativamente en el 

contenido de este entregable. El propósito de alinear este entregable con las estrategias de los 

oferentes exitosos es enriquecer los detalles que rodean los casos de uso, incluyendo sus 

requisitos específicos y el diseño de la plataforma que apoyará su desarrollo. Este proceso de 

alineación asegurará que los documentos de análisis de requisitos y diseño de casos de uso 

reflejen con precisión las necesidades matizadas de cada caso de uso. Además, aclarará cómo 

estos requisitos se integran con los objetivos más amplios del proyecto, facilitando un proceso 

de desarrollo más cohesivo. 

Además, estos entregables proporcionarán información detallada sobre qué módulos 

específicos serán probados en cada caso de uso y los demostradores prácticos utilizados para 

evaluar su funcionalidad. Este enfoque tiene como objetivo delinear un marco de pruebas claro 

para cada módulo, resaltando las demostraciones prácticas que verificarán la efectividad y 

robustez de las soluciones desarrolladas. Al hacerlo, el proyecto puede asegurarse de que cada 

componente no solo cumpla con sus requisitos funcionales previstos, sino que también se alinee 

con las realidades prácticas de los entornos industriales para los que están diseñados. Esta 

metodología estructurada e informada respalda una evaluación sistemática, asegurando que 

todos los componentes desarrollados entreguen sus beneficios previstos de manera efectiva 

dentro de aplicaciones del mundo real. 
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Anexo 1: FLTorrent progress report 

Summary 

The FLTorrent project has made substantial progress in the realm of decentralized federated 

learning, emphasizing a delicate balance between security, performance, and bandwidth 

optimization. Decentralized Federated Learning (FL) is a variant of FL, where the central 

server is eliminated and clients can send local gradients to others by peer-to-peer 

communication. Despite their pioneering contributions to decentralized FL, most of these 

works focus on improving the convergence speed of the model. Decentralized FL still has 

privacy issues that cannot be ignored since the clients can investigate their neighbors’ 

gradients directly.  FLTorrent, with its foundation in BitTorrent, introduces a novel dimension 

to the distributed learning architecture. By leveraging the inherent efficiency and scalability of 

BitTorrent's peer-to-peer communication model, FLTorrent enhances its ability to distribute 

and synchronize model updates across a decentralized network of peers. This not only fosters 

collaboration but also facilitates the seamless exchange of information, contributing to the 

democratization of machine learning processes. 

This report encapsulates the detailed efforts to design, implement, and evaluate the FLTorrent 

system with a particular focus on optimizing loss while adhering to constraints on upload and 

download links' bandwidth. Notably, our efforts also include incorporating insights from 

FLtorrent, a groundbreaking approach that leverages BitTorrent for the efficient 

communication of model chunks.  

Objectives 

The overarching objectives of the FLTorrent project have been intricately crafted to address 

the multifaceted challenges associated with decentralized federated learning: 

● Decentralized FL Model Development: Develop a collaborative and secure 

decentralized federated learning model. 

● Privacy-Preserving Techniques: Implement advanced techniques to ensure privacy, 

focusing on anonymizing data chunks during the learning process. 

● Bandwidth-Constrained Performance Optimization: Optimize model loss while 

considering constraints on upload and download links' bandwidth. 

Methodologies 

Decentralized Federated Learning Model 

The FLTorrent decentralized FL model utilizes a collaborative learning approach, distributing 

the training process across a network of peers. This ensures a robust model while promoting 

privacy, security, and efficient bandwidth utilization. 

Privacy-Preserving Techniques 

Our commitment to privacy is underscored by the implementation of multiple advanced 

techniques, including the anonymization of data chunks. By employing a combination of 

privacy-preserving methods, the FLTorrent system fortifies itself against potential security 
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threats and breaches. This approach not only safeguards sensitive information during data 

exchange but also ensures the integrity of the decentralized federated learning process. 

Bandwidth-Constrained Performance Optimization Heuristics 

In the pursuit of optimal performance, FLTorrent incorporates performance optimization 

heuristics that explicitly consider constraints on upload and download links' bandwidth. This 

strategic approach minimizes loss while ensuring efficient bandwidth utilization. The system 

employs adaptive chunk distribution heuristics, considering constraints on upload and 

download links' bandwidth. This approach optimizes the learning process by adapting to the 

unique bandwidth capabilities of individual peers, minimizing loss, and enhancing overall 

performance. Importantly, we draw inspiration from FLTorrent, a paradigm that utilizes 

BitTorrent for the efficient communication of model chunks across distributed peers. 

Evaluation 

The current phase of the FLTorrent project revolves around a meticulous evaluation process, 

focusing on: 

1. Security Evaluation: Ensuring the effectiveness of privacy-preserving techniques 

against potential privacy breaches and attacks. 

2. Bandwidth-Constrained Performance Evaluation: Assessing the impact of 

performance optimization heuristics with a focus on minimizing loss while adhering to 

constraints on upload and download links' bandwidth. 

Conclusion 

The FLTorrent project stands at the forefront of decentralized federated learning, emphasizing 

not only security and privacy but also performance optimization within the constraints of upload 

and download links' bandwidth. It extends beyond conventional methodologies, offering a 

solution that is not only secure and privacy-conscious but also highly performant in bandwidth 

utilization. The integration of privacy-preserving techniques, which encompass a sophisticated 

blend of multiple advanced methods, ensures that sensitive information remains confidential 

during the decentralized learning process. Moreover, FLTorrent 's commitment to performance 

optimization is underscored by the deployment of bandwidth-constrained heuristics. These 

heuristics, inspired by the dynamic distribution principles of FLTorrent, adaptively allocate 

model chunks based on the bandwidth constraints of individual peers. This approach not only 

minimizes loss in the learning process but also optimizes the use of available bandwidth 

resources, contributing to the overall efficiency of the federated learning model. 

Drawing inspiration from Bit Torrent network and incorporating its principles, it emerges not 

just as a solution but as a transformative force in the realm of decentralized federated learning. 

This amalgamation of cutting-edge technologies, privacy-preserving methodologies, and 

innovative bandwidth utilization strategies positions FLTorrent as a beacon of innovation and 

a pioneering solution in achieving the delicate equilibrium between security, performance, and 

efficient bandwidth utilization in the ever-evolving landscape of machine learning. The 

successful integration of privacy-preserving techniques and bandwidth-constrained 

performance optimization heuristics positions FLTorrent as a pioneering solution in achieving 

a delicate equilibrium between security, performance, and efficient bandwidth utilization. 
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Anexo 2: The report on optimizing and real-world 

implementation of FLTorrent 

To overcome the shortcomings inherent in purely simulation-based federated learning (FL) 

research, I have developed and implemented a practical FL framework that enables testing 

on real-world servers. This framework leverages the peer-to-peer (P2P) capabilities of 

BitTorrent to run federated learning processes, enhancing the realism and relevance of our 

research. By conducting tests on actual servers, we gain vital insights into the operational 

scalability of our FL solutions and their adaptability to real network conditions. This approach 

not only helps in understanding how FL systems perform outside controlled environments but 

also in identifying potential bottlenecks and challenges that may not be apparent in 

simulations. 

Expanding on this foundation, the use of a P2P platform like BitTorrent for running federated 

learning allows us to simulate a more decentralized and distributed network environment, 

closely mirroring the actual deployment scenarios where FL is most beneficial. This method 

provides a robust test bed for assessing the resilience and efficiency of FL strategies under 

varied network reliabilities and data distribution conditions. It also facilitates a deeper 

understanding of the security implications and data privacy measures necessary in a P2P 

federated learning setup. By integrating real-world testing early in the research phase, we can 

iteratively refine our FL models and protocols, ensuring they are not only theoretically sound 

but also practically viable and ready for broader adoption. 

In the pursuit of refining federated learning (FL) systems, especially those operating on peer-

to-peer (P2P) platforms like BitTorrent, it's crucial to address the efficiency and adaptability of 

data transmission. This involves not only the technical execution of transferring model updates 

(chunks) but also ensuring these systems can dynamically adjust to meet user-specific 

requirements. Our research has led to the development of a robust framework that enhances 

both the strategic dissemination of data and the system's responsiveness to user preferences 

and constraints. 

Optimized Chunk Transmission 

1. Chunk Importance Evaluation: Recognizing the varied impact of different chunks on 

the overall model performance, I introduced a method that utilizes similarity metrics 

and group testing strategies to rank the importance of each chunk. This evaluation 

process ensures that chunks with the most significant influence on model accuracy are 

identified and prioritized during transmission. This approach is particularly valuable in 

networks where bandwidth is limited, ensuring that the most critical updates are 

disseminated first. 

2. Linear Programming for Scheduling: To effectively manage the complexities of chunk 

transmission across a distributed network, a scheduling algorithm based on linear 

programming was developed. This algorithm optimizes the distribution of chunks by 

considering both the bandwidth limitations of the network and the potential accuracy 

improvements each chunk offers. By balancing these factors, the algorithm facilitates 
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efficient use of network resources while maximizing the performance gains from each 

transmitted chunk. 

User-Centric Adaptability 

The framework is designed to be highly adaptive, catering to varying user demands that range 

from minimizing training time to maximizing model accuracy: 

• Adaptive Transmission Strategies: Depending on the user's priorities, the framework 

can adjust its transmission strategy. For users focused on achieving the highest 

accuracy, the system prioritizes the transfer of chunks that offer the most substantial 

improvements. Conversely, for users where training time is a constraint, the system 

adapts to transmit smaller or less complex chunks to speed up the overall process 

without substantial losses in performance. 

• Incremental Updates: The framework supports incremental updates, a method that 

allows for meaningful accuracy improvements even when only limited chunk transfers 

are feasible. This capability is essential for scenarios where network conditions are 

suboptimal or where users cannot afford the bandwidth required for full model updates. 

Incremental updates ensure that each transmitted chunk still contributes positively 

towards the model's learning, thus optimizing both resource usage and learning 

outcomes. 

Future Directions 

As federated learning (FL) continues to evolve, particularly in the context of peer-to-peer (P2P) 

platforms, there are several avenues for further research and development. These future 

directions aim to enhance privacy, optimize system performance, and expand testing 

capabilities to ensure the robustness and applicability of FL systems in diverse environments. 

1. Privacy Protection Research: 

o Advanced Attack Strategies: In light of increasing cyber threats, there is a 

critical need to design and test advanced attack strategies specifically targeting 

FL systems. This includes exploring potential vulnerabilities through 

membership inference and reconstruction attacks, which can expose sensitive 

information about participants in FL systems. 

o Enhanced Privacy Mechanisms: Given the distributed nature of chunk 

exchanges in FL, developing enhanced privacy-preserving mechanisms 

tailored to these scenarios is paramount. This involves creating sophisticated 

methods that protect data during transmission and processing, ensuring that 

participant privacy is maintained without compromising the integrity and 

usability of the shared model. 

2. System Optimization: 

o Dynamic Node Behaviors and Heterogeneous Environments: FL systems must 

address the challenges posed by dynamic node behaviors and heterogeneous 

environments, which can affect the consistency and efficiency of data 

exchanges. Optimizing the scheduling model to accommodate these variables 

will improve system resilience and performance. 
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o Expanding Privacy Guarantees: By integrating differential privacy techniques 

with existing chunk scheduling methods, FL systems can offer stronger privacy 

guarantees. This combination can help obscure individual data contributions 

while still allowing for the aggregation of useful, generalized insights from the 

distributed data. 

3. Broader Testing: 

o Scaling to Diverse Environments: To ensure the practicality and effectiveness 

of FL systems, it is essential to scale the framework to support diverse real-

world settings. This includes deployment on edge and IoT devices, which often 

operate under constraints such as limited computational power and intermittent 

connectivity. 

o Extensive Model Testing: Broader testing also involves validating the 

framework across various models and configurations to ascertain its versatility 

and adaptability. This broad spectrum testing will help identify potential issues 

in real-world applications and guide further improvements. 

By focusing on these areas, future research can significantly advance the capabilities of 

federated learning systems, making them more secure, efficient, and applicable across a wider 

range of environments and scenarios. These efforts will not only strengthen the theoretical 

foundations of FL but also enhance its practical implementations, driving forward the next 

generation of distributed machine learning technologies. 
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Anexo 3: Securing Federated Sensitive Topic 

Classification against Poisoning Attacks 
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Abstract—We present a Federated Learning (FL) based solu-
tion for building a distributed classifier capable of detecting URLs
containing sensitive content, i.e., content related to categories such
as health, political beliefs, sexual orientation, etc. Although such
a classifier addresses the limitations of previous offline/centralised
classifiers, it is still vulnerable to poisoning attacks from malicious
users that may attempt to reduce the accuracy for benign users
by disseminating faulty model updates. To guard against this, we
develop a robust aggregation scheme based on subjective logic
and residual-based attack detection. Employing a combination of
theoretical analysis, trace-driven simulation, as well as experi-
mental validation with a prototype and real users, we show that
our classifier can detect sensitive content with high accuracy,
learn new labels fast, and remain robust in view of poisoning
attacks from malicious users, as well as imperfect input from
non-malicious ones.

I. INTRODUCTION

Most people are not aware that tracking services are present
even on sensitive web domains. Being tracked on a cancer
discussion forum, a dating site, or a news site with non-
mainstream political affinity can be considered an “elephant
in the room” when it comes to the anxieties that many
people have about their online privacy. The General Data
Protection Regulation (GDPR) [33] puts specific restrictions
on the collection and processing of sensitive personal data
“revealing racial or ethnic origin, political opinions, religious
or philosophical beliefs, or trade union membership, also
genetic data, biometric data for the purpose of uniquely
identifying a natural person, data concerning health or data
concerning a natural persons sex life or sexual orientation”.
So do other public bodies around the world, e.g. in California
(California Consumer Privacy Act (CCPA) [34]), Canada [35],
Israel [36], Japan [37], and Australia [38].

In a recent paper, Matic et al. [4] showed how to train a
classifier for detecting whether the content of a URL relates to
any of the above-mentioned sensitive categories. The classifier
was trained using 156 thousand sensitive URLs obtained from
the Curlie [32] crowdsourced web taxonomy project. Despite

the demonstrated high accuracy, this method has limitations
that stem from being centralised and tied to a fixed training
set. The first limitation means that the method cannot be used
“as is” to drive a privacy-preserving distributed classification
system. The second limitation implies that it is not straight-
forward to cover new labels related to yet unseen sensitive
content. For example, in their work the Health category could
be classified with accuracy greater than 90%. However, the
training labels obtained from Curlie in 2020 did not include
any labels related to the COVID-19 pandemic. Therefore, as
will be shown later, this classifier classifies COVID-19 related
sites with only 53.13% accuracy.

Federated Learning (FL) [5], [13] offers a natural solution
to the above two mentioned limitations, namely, centralized
training and training for a fixed training set. FL allows
different clients to train their classification models locally
without revealing new or existing sensitive URLs that they
label, while collaborating by sharing model updates that can
be combined to build a superior global classification model.
FL has proved its value in a slew of real-world applications,
ranging from mobile computing [46]–[48] to health and med-
ical applications [49]–[51]. However, due to its very nature,
FL is vulnerable to so-called poisoning attacks [12], [26]
mounted by malicious clients that may intentionally train their
local models with faulty labels or backdoor patterns, and then
disseminate the resulting updates with the intention of reducing
the classification accuracy for other benign clients. State-of-
the-art approaches for defending against such attacks depend
on robust aggregation [8], [15], [16], [20], [27], [60] which,
as we will demonstrate later, are slow to converge, thereby
making them impractical for the sensitive-content classification
problem that we tackle in this paper.

Our Contributions: In this paper, we employ FL for sensitive
content classification. We show how to develop a robust FL
method for classifying arbitrary URLs that may contain GDPR
sensitive content. Such a FL-based solution allows building a
distributed classifier that can be offered to end-users in the
form of a web browser extension in order to: (i) warn them
before and while they navigate into such websites, especially
when they are populated with trackers, and (ii) allow them
to contribute new labels, e.g., health-related websites about
COVID-19, and thus keeping the classifier always up-to-date.
To the best of our knowledge this method represents the first
use of FL for such task.
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Our second major contribution is the development of a
reputation score for protecting our FL-based solution from
poisoning attacks [12], [26]. Our approach is based on a
novel combination of subjective logic [3] with residual-based
attack detection. Our third contribution is the development
of an extensive theoretical and experimental performance
evaluation framework for studying the accuracy, convergence,
and resilience to attacks of our proposed mechanism. Our
final contribution is the implementation of our methods in a
prototype system called EITR (standing for “Elephant In the
Room” of privacy) and our preliminary experimental validation
with real users tasked to provide fresh labels for the accurate
classification of COVID-19 related URLs.

Our findings: Using a combination of theoretical analysis,
simulation, and experimentation with real users, we:

• Demonstrate experimentally that our FL-based classifier
achieves comparable accuracy with the centralised one pre-
sented in [4].
• Prove analytically that under data poisoning attacks, our
reputation-based robust aggregation built around subjective
logic, converges to a near-optimal solution of the corre-
sponding Byzantine fault tolerance problem under standard
assumptions. The resulting performance gap is determined by
the percentage of malicious users.
• Evaluate experimentally our solution against state-of-the-
art algorithms such as Federated Averaging [5], Coordinate-
wise median [20], Trimmed-mean [20], FoolsGold [8], [15],
Residual-based re-weighting [16] and FLTrust [60], and show
that our algorithm is robust under Byzantine attacks by using
different real-world datasets. We demonstrate that our solution
outperforms these popular solutions in terms of convergence
speed by a factor ranging from 1.6× to 2.4× while achieving
the same or better accuracy. Furthermore, our method yields
the most consistent and lowest Attack Success Rate (ASR),
with at least 72.3% average improvement against all other
methods.
• Validate using our EITR browser extension that our FL-
based solution can quickly learn to classify health-related sites
about COVID-19, even in view of noisy/inconsistent input
provided by real users.

The remainder of the article is structured as follows:
Section II introduces the background for our topic. Section III
presents our reputations scheme for FL-based sensitive content
classification, as well as its theoretical analysis and guarantees.
Section IV covers our extensive performance evaluation against
the state-of-the-art and Section V some preliminary results
from our EITR browser extension. Section VI concludes the
paper and points to on-going and future work including the
generalization of our method to other topics.

II. BACKGROUND

A. A Centralised Offline Classifier for Sensitive Content

Matic et al. [4] have shown how to develop a text classifier
able to detect URLs that contain sensitive content. This clas-
sifier is centralised and was developed in order to conduct
a one-off offline study aimed at estimating the percentage
of the web that includes such content. Despite achieving an
accuracy of at least 88%, utilising a high-quality training set
meticulously collected by filtering the Curlie web-taxonomy

project [32], this classifier cannot be used “as is” to protect real
users visiting sensitive URLs populated by tracking services.

B. Challenges in Developing a Practical Classifier for Users

From offline to online: The classifier in [4] was trained using
a dataset of 156 thousand sensitive URLs. Despite being the
largest dataset of its type in recent literature, this dataset is
static and thus represents sensitive topics up to the time of its
collection. This does not mean, of course, that a new classifier
trained with this data would never be able to accurately classify
new URLs pertaining to those sensitive categories. This owes
to the fact that categories such as Health, involve content
and terms that do not change radically with time. Of course,
new types of sensitive content may appear that, for whatever
reason, may not be so accurately classified using features
extracted from past content of the same sensitive category.
Content pertaining to the recent COVID-19 pandemic is such
an example. Although the Health category had 74,764 URLs
in the training set of [4] which lead to a classification accuracy
of 88% for Health, as we will see later in Figure 14 middle
of Section V-C, the classifier of [4] classifies accurately as
Health only 53.13% of the COVID-19 URLs with which we
tested it. This should not come as a surprise since the dataset
of [4] corresponds to content generated before the first months
of 2020, during which COVID-19 was not yet a popular topic.
Therefore, we need to find a way to update an existing classifier
so that it remains accurate as new sensitive content appears.

From centralised to distributed: A natural way to keep a
classifier up-to-date is to ask end-users to label new sensitive
URLs as they encounter them. End-users can report back to
a centralised server such URLs which can then be used to
retrain the classification model. This, however, entails obvious
privacy challenges of “Catch-22” nature, since to protect users
by warning them about the presence of trackers on sensitive
URLs, they would first be required to report to a potentially
untrusted centralised server that they visit such URLs. Even
by employing some methods for data scarcity, e.g., semi-
supervised learning, the manual labelling from users remains
sensitive and may be harmed by the untrusted server. Federated
Learning, as already mentioned, is a promising solution for
avoiding the above Catch22 by conducting a distributed, albeit,
privacy-preserving, model training. In an FL approach to our
problem, users would label new URLs locally, e.g., a COVID-
19 URL as Health, retrain the classifier model locally, and
then send model updates, not labelled data, to a centralised
server that collects such updates from all users, compiles and
redistributes the new version of the model back to them. In
Section III we show how to develop a distributed version of the
sensitive topic classifier of [4] using FL. The trade-off of using
FL, is that the distributed learning group becomes vulnerable
to attacks, such as “label-flipping” poisoning attacks discussed
in Section IV. This paper develops a reputation scheme for
mitigating such attacks. Other types of attacks and measures
for preserving the privacy of users that participate in a FL-
based classification system for sensitive content are discussed
in Section VI.

C. Related Work

Privacy preserving crowdsourcing: Similar challenges to the
ones discussed in the previous paragraph have been faced in
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services like the Price $heriff [54] and eyeWnder [55] that
have used crowdsourcing to detect online price discrimina-
tion and targeted advertising, respectively. Secure Multi-Party
Computation (SMPC) techniques such as private k-means [56]
are used to allow end-users to send data in a centralised server
in a privacy-preserving manner. The centralised computation
performed by Price $heriff and eyeWnder is not of ML nature,
thus leaving data anonymisation as the main challenge, for
which SMPC is a good fit. Classifying content as sensitive or
not is a more complex ML-based algorithm for which FL is a
more natural solution than SMPC.
General works on FL: FL [5], [13] is a compelling technique
for training large-scale distributed machine learning models
while maintaining security and privacy. The motivation for FL
is that local training data is always kept by the clients and the
server has no access to the data. Due to this benefit that alle-
viates privacy concerns, several corporations have utilised FL
in real world services. In mobile devices, FL is used to predict
keyboard input [46], human mobility [47] and behaviour for
the Internet of Things [48]. FL is also applied in healthcare to
predict diseases [49], [50], detect patient similarity [51] while
overcoming any privacy constrains. For the classification, FL
is not only implemented for image classification [52] but also
text classification [53].
Resilience to poisoning attacks: Owing to its nature [12],
[26], FL is vulnerable to poisoning attacks, such as label
flipping [16] and backdoor attacks [12]. Therefore, several
defence methods have been developed [8], [15], [16], [20].
While these state-of-the-art approaches perform excellently in
some scenarios, they are not without limitations. First, they
are unsuitable for our sensitive content classification, which
necessitates that a classifier responds very fast to “fresh”
sensitive information appearing on the Internet. In existing
methods, the primary objective is to achieve a high classi-
fication accuracy. This is achieved via statistical analysis of
client-supplied model updates and discarding of questionable
outliers before the aggregation stage. However, since the server
distrusts everyone by default, even if an honest client discovers
some fresh sensitive labels, its corresponding updates may be
discarded or assigned low weights, up until more clients start
discovering these labels. This leads to a slower learning rate
for new labels.

Second, recent studies [12], [26] have shown that existing
Byzantine-robust FL methods are still vulnerable to local
model poisoning since they are forgetful by not tracking in-
formation from previous aggregation rounds. Thus, an attacker
can efficiently mount an attack by spreading it across time [31].
For example, [22] recently showed that even after infinite
training epochs, any aggregation which is neglectful of the
past cannot converge to an efficient solution.

The preceding studies demonstrate the importance of incor-
porating clients’ previous long-term performance in evaluating
their trustworthiness. Few recent studies have considered this
approach [22], [60]. In [22], the authors propose leveraging
historical information for optimisation, but not for assessing
trustworthiness. In [60], a trust score is assigned to each client
model update according to the cosine similarity between the
client’s and server’s model updates, which is trained on the
server’s root dataset (details in Section IV-A3). However, it
is impractical for a server to obtain additional data, such
as a root dataset, in order to train a server-side model. In

TABLE I: Notation
Abbreviation Description
M the total number of clients
N the number of parameters of global model
Q the number of samples of each client
T the total number of iterations
wt

i,n the n-th parameter from client i in t iteration
xt
i,n the ranking of wt

i,n in wt
n

An, Bn the slope and intercept of repeated median linear regression
eti,n the normalised residual of the n-th parameter from client i in t iteration

addition, because the server collects root data only once and
does not update it throughout the training process, when new
types of content emerge over time, the root data may become
stale thereby harming the classifier’s performance. Other recent
studies employ spectral analysis [63], differential privacy [65],
and deep model inspection [66] to guard against poisoning
attacks, but, again, they do not use historical information to
assess the reliability of clients. To measure client trustworthi-
ness without collecting additional data at the server, in the next
sections we show how to design a robust aggregation method
to generate reputation automatically based on the historical
behaviours of clients, which is a more realistic approach for a
real FL-based decentralised system implemented as a browser
extension for clients.

III. A ROBUST FL METHOD FOR CLASSIFYING
SENSITIVE CONTENT ON THE WEB

In this section, we first show how to build an FL-based
classifier for sensitive content. Then we design a reputation
score for protecting against poisoning attacks. We analyse
theoretically the combined FL/reputation-based solution and
establish convergence and accuracy guarantees under common
operating assumptions.

A. FL Framework for Classifying Sensitive Content

Table I presents the notation that we use in the remainder of
the paper. In FL, clients provide the server updated parameters
from their local model, which the server aggregates to build
the global model M .

Suppose we have M clients participating in our classi-
fication training task and the dataset D =

⋃M
i=1Di, where

Di ∼ Xi(µi, σ
2
i ) denotes the local data of client i from non-

independent and non-identically (Non-IID) distribution Xi with
the mean µi and standard deviation σi. In our task, the clients’
data is the textual content of URLs stripped of HTML tags. The
objective function of FL, L : Rd → R which is the negative
log likelihood loss in our task, can be described as

L(w) = ED∼X [l(w;D)]
where l(w;D) is the cost function of parameter w ∈ W ⊆ Rd.
Here we assumeW is a compact convex domain with diameter
d. Therefore, the task becomes

w∗ = argmin
w∈W

L(w)

To find the optimal w∗, we employ Stochastic Gradient De-
scent (SGD) to optimise the objective function.

During the broadcast phase, the server broadcasts the
classification task and training instructions to clients. Then,
the clients apply the following standard pre-processing steps
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Fig. 1: Accuracy of FL classifiers and centralised classifiers in
Health, Religion and all category.

on the webpage content, that is, transformation of all let-
ters in lowercase and the removal of stop words. Next, the
clients extract the top one thousand features utilising the
Term Frequency-Inverse Document Frequency (TF-IDF) [58]
as in [4]. At iteration t, the client i receives the current global
model Mglobal and then following the training instructions
from server, trains the local model on its training data Di and
optimises wt

i = argminw Li(w
t
i) by using SGD:

wt
i ← wt−1

i − r
∂Li(w

t−1
i )

∂w

where Li(w) := EDi∼X [l(w;Di)] =
1
Qi

∑Qi

j=1 l(w;D
j
i ), D

j
i

and Qi means the j-th sample and the number of samples of
the client i respectively, and r is the learning rate.

In every iteration, after finishing the training process the
clients send back their local updates to the server. Then, the
server computes a new global model update by combining
the local model updates via an aggregation method AGG as
follows:

wt = AGG
({

wt
i

}M
i=1

)
Here we utilise the basic aggregation method (FedAvg) [5],
which uses the fraction of each client’s training sample size in
total training samples as the average weights:

wt =

M∑
i=1

Qi

Q
wt

i

We introduce other robust aggregation methods in the next
subsection. Subsequently, the server uses the global model
update to renew the global model Mglobal.

Using the above FL-based framework we first evaluate how
the number of users in the system affects the average accuracy
of the classifier. The results for the sensitive categories, Health
and Religion, as well as the overall average accuracy (Avg-
ACC) are depicted in Figure 1. A first observation is that
when a fixed size dataset is divided into multiple segments
and distributed to more clients, the model’s accuracy decreases
since each client has less data for training. Compared to the
centralised classifier, using the same data, the accuracy of the
FL classifier is slightly lower, which is expected when the
training is distributed to a larger number of clients. Overall,
we observe that the average accuracy difference between the
FL and the centralised classifier is 5.76%, and this remains
steady as the number of clients grows. In addition, Looking
at the different sensitive categories (Health and Religion), we
see the FL-based classifier achieves an accuracy very close to

Fig. 2: Overview of reputation-based aggregation algorithm.

the corresponding one of the centralised classifier for these
categories (on average 0.8533 vs. 0.88 and 0.9366 vs. 0.94,
respectively).

B. A Reputation score for Thwarting Poisoning Attacks

Figure 2 shows an overview of our reputation-based ag-
gregation algorithm consisting of three components: the attack
detection scheme, the reputation model, and the aggregation
module. The attack detection scheme re-scales and rectifies
damaging updates received from clients. Then, the reputation
model calculates each client’s reputation based on their past
detection results. Finally, the aggregation module computes the
global model by averaging the updates of the clients using their
reputation scores as weights. We detail each component in the
following subsections.

1) Attack Detection Scheme: Our attack detection scheme
aims to reduce the impact of suspicious updates by identifying
them and applying a rescaling algorithm. At every iteration,
when model updates from clients arrive at the server, we apply
Algorithm 1 there to rescale the range of values for those
parameters in the updates.

This restriction on the value range aims not only to min-
imise the impact of abnormal updates from attackers but also to
limit the slope for the repeat median regression. Considering
the n-th parameter in round t from all the participants, we
calculate the standard deviation σ(wt

i,n) of this series. Then
we sort them in ascending order and determine the range
by subtracting the lowest value from the highest one. If the
result is above the threshold ϖ, we rescale the highest and
lowest value by deducting and adding its standard deviation
respectively to further bound their range.

Then, a robust regression [14] is carried out to identify
outliers among the updates in the current round. Outlier detec-
tion is a well-established topic in statistics. Robust regression
methods often handle outliers by using the median estimators.
Median-based aggregation methods have a rich and longstand-
ing history in the area of robust statistics [21]. However, the
methods developed by the traditional robust statistics can only
withstand a small fraction of Byzantine clients, resulting in
a low “breakdown point” [59]. Different from many other
variations of the univariate median, the repeated median [14]
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Algorithm 1: Rescale(w)

Input :
{
wt

i,n

}
← Local Model parameters in

round t
Output:

{
wt

i,n

}
with range of value less than ϖ

1 for n← 1 to N do
2 // Determine the maximum range

3 Rm = maxwt
i,n−minwt

i,n = w
t,(Max)
i,n −wt,(Min)

i,n

4 while Rm > ϖ do
5 // Rescale range based on standard

deviation.

6 w
t,(Max)
i,n := w

t,(Max)
i,n − σ(wt

i,n);
7 w

t,(Min)
i,n := w

t,(Min)
i,n + σ(wt

i,n);
8 // Updated Rm.
9 Rm = maxwt

i,n −minwt
i,n =

w
t,(Max)
i,n − w

t,(Min)
i,n

10 end while
11 end for

is impervious to atypical points even when their percentage is
nearly 50%. The repeated median is defined as a modified U-
statistic and the concept behind it is to utilise a succession
of partial medians for computing approximation τ̂ of the
parameter τ : For k ∈ N, the value of parameter τ(z1, · · · , zk)
is determines by subset of k data points z1, · · · , zk.

τ̂ = median
z1

{
median
z2 /∈{z1}

{
median

zk /∈{z1,··· ,zk−1}
τ(z1, · · · , zk)

}}
(1)

In our case, the intercept Â and slop B̂ are estimated by
repeated median as bellow:

B̂n = median
i

{
median

i ̸=j
{Bn(i, j)}

}
(2)

Ân = median
i

{
wi,n − B̂nxi,n

}
(3)

where Bn(i, j) =
wj,n−wi,n

xj,n−xi,n
, xi,n represents the index of wi,n

in wn which is sorted in ascending order.

Next, we employ the IRLS scheme [10] to generate each
parameter’s confidence score sti,n based on the normalised
residual from repeated median regression, which is also utilised
in a residual-based aggregation method [16]:

sti,n =

√
1− diag(Ht

n)

eti,n
Ψ

(
eti,n√

1− diag(Ht
n)

)
(4)

where confidence interval Ψ(x):

Ψ(x) = max{−λ
√
2/M,min(λ

√
2/M, x)}

and the hat matrix Ht
n:

Ht
n = xt

n(x
tT

n xt
n)

−1xtT

n

with eti,n =
25(M−1)(wt

i,n−B̂nx
t
i,n−Ân)

37(M+4)median
i

(|wt
i,n−B̂nxt

i,n−Ân|)
.

The distance between the point and the robust line is
described by the confidence score derived from the normalised
residual, which can be used to evaluate if the point is anoma-
lous. Following the computation of the parameter’s confidence
score, and in light of the fact that some attackers want to

generate updates with abnormal magnitudes in order to boost
the damage, a useful protection is to identify low confidence
values based on a threshold δ. Once the server recognises an
update wt

i,n of the client i with confidence values less than δ,
rather than altering this update to the repeat median estimation,
our technique replaces it with the median of wt

n, as follows:

wt
i,n =

{
wt

i,n if sti,n > δ

median
i

{
wt

i,n

}
if sti,n ≤ δ

(5)

With the above, not only we bound the range of updates,
but also improve the aggregation by introducing a robustness
estimator.

2) Reputation Model: During the aggregation phase in FL,
we use a subjective logic model to produce client reputation
scores. The subjective logic model is a subset of probabilistic
logic that depicts probability values of belief and disbelief
as degrees of uncertainty [3]. In the subjective logic model,
reputation score Rt

i for client i in t iteration correlates to a sub-
jective belief in the dependability of the client’s behaviour [39],
as measured by the belief metric opinion τ ti [9]. An opinion
is comprised of three elements: belief bti, disbelief dti and
uncertainty ut

i, with restrictions that bti + dti + ut
i = 1 and

bti, d
t
i, u

t
i ∈ [0, 1]. The reputation score may be calculated as

the expected value of an opinion E(τ ti ) which can be regarded
as the degree of trustworthiness in client i. As a result, the
value of the client’s reputation is defined as follows:

Rt
i = E(τ ti ) = bti + aut

i (6)
where a ∈ [0, 1] denotes the prior probability in the absence of
belief, which reflects the fraction of uncertainty that may be
converted to belief. On the other side, distinct observations
determined by the rectification phase in our Algorithm 2
are used to count belief, disbelief, and uncertainty opinions.
The positive observation denoted by P t

i indicates that the
update wt

i,n is accepted (sti,n > δ), whereas a negative
observation denoted by N t

i indicates that the update is rejected
(sti,n ≤ δ). As a consequence, the positive observations boost
the client’s reputation, and vice versa. To penalise the negative
observations from the unreliable updates, a higher weight η is
assigned to negative observations than the weight κ to positive
observations with constrain η + κ = 1. Therefore, in Beta
distribution below:

Beta(p|α, β) = Γ(α+ β)

Γ(α)Γ(β)
xα−1(1− x)β−1 (7)

with the constraints 0 ≤ x ≤ 1, parameters α > 0, β > 0, and
x ̸= 0 if α < 1 and x ̸= 1 if β < 1. The parameters α and β
that represent positive and negative observations respectively,
can be expressed as below{

α = κP t
i +Wa

β = ηN t
i +W (1− a)

(8)

where W is the non-information prior weight and the default
value is 2 [3].

As a consequence, the expected value of Beta distribution,
which also stands for reputation value, can be calculated as
follows:

E(Beta(p|α, β)) = α

α+ β
=

κP t
i +Wa

κP t
i + ηN t

i +W
= Rt

i (9)

Based on (6) and (9), we can derive
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Fig. 3: The decay of reputation score in Client (X) with X
model parameters when they (a) attack once at 3rd iteration
and (b) attack continuously at and after the 3rd iteration.


bti =

κP t
i

κP t
i +ηNt

i+W

dti =
ηNt

i

κP t
i +ηNt

i+W

ut
i =

W
κP t

i +ηNt
i+W

(10)

In addition, in order to take the client’s historical reputation
values in previous rounds into consideration, a time decay
mechanism is included to lower the relevance of past perfor-
mances without disregarding their influence. In other words,
the reputation value from the most recent iteration contributes
the most to the reputation model. We use exponential time
decay in our model, as shown below:

θj,t = exp(−c(t− j)) (11)
where ∃c > 0, j ∈ [s̃, t], s̃ = max (t− s, 0). We include a
sliding window with a window length s that allows us to get
a reputation for a certain time interval rather than the entire
training procedure. We remove expired tuples with timestamps
outside the window period during computation since they
cannot provide meaningful information for the reputation.
Hence, the final reputation score R̃t

i can be expressed as:

R̃t
i =

∑t
j=s̃ θj,tR

j
i∑t

j=s̃ θj,t
(12)

To demonstrate how the reputation model evolves, we
consider four scenarios where each client: (i) only attacks once
at the same iteration, (ii) attacks continuously after launching
an attack at the same iteration, (iii) only attacks once at
different iteration, (iv) attacks continuously after launching an
attack at different iteration. Here, clients conduct attacks as
described in Section IV-A2 by utilising polluted data while
training the local model, whereas the server uses our attack
detection mechanism to identify these attacks.

Figure 3 displays the first two scenarios (i)-Figure 3a
and (ii)-Figure 3b, respectively with Client X , who has X
parameters in their local models, under single and continuous
attack. In Figure 3a, all of the clients only attack once at
the third iteration. When they start attacking, their reputation
score plummets dramatically. In both scenarios, we observe the
client who has more parameters has a larger relative decline in
reputation score. This is also compatible with Corollary 1 in
the Section III-C, that is, increasing the number of parameters
N in the global model results in a lower error rate.

Figure 4 shows the last two scenarios (iii) and (iv) re-
spectively with clients, who have 20 parameters in their local
models, under single and continuous attack. In Figure 4a,
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Fig. 4: The decay of reputation score in Client X with same
model parameters when they (a) attack once at X iteration and
(b) attack continuously after starting to attack at X iteration.
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Fig. 5: The decay of reputation score in (left) Client with X
model parameters when they attack at 10, 50 and 90 iteration;
(right) Client X with 1 million parameters when they attack
at 10 and 10 +X iteration.

Client X only launches an attack at X iteration. We observe
that only one attack would lead to at least a 25.11% relative
decrease in reputation score. In Figure 4b, Client X launches
an attack at X iteration and keeps attacking in the following
iterations. We observe in the end that 80% of their reputation
scores are below 0.5, which is approximately half of the
reputation score of honest clients, implying that the damage
that they can inflict throughout the aggregation process is
considerably decreased.

In addition, we consider a scenario in which an attacker
spreads out the poisoning over a longer time duration, while
using a higher number of model parameters. Figure 5 (left)
depicts an attack over 40 iterations under different parameter
sizes. Figure 5 (right) depicts an attack with 1 million param-
eters repeating every 50 to 80 iterations. These figures show
that even if attackers spread our poisoning over multiple iter-
ations and then try to recover their reputation score by acting
benignly, our detection scheme can still identify them. This
is because our attack detection and reputation schemes work
in sequence. The attack detection scheme detects malicious
updates without considering any reputation scores and rectifies
them to mitigate damage. Then, the reputation scheme modifies
the reputation scores based on the detection results. Also,
attackers that employ a higher number of model parameters
suffer a slightly higher reduction of reputation, which is
consistent with Corollary 1.

3) Aggregation Algorithm: Algorithm 2 explains our ag-
gregation method based on the attack detection scheme and
subjective logic reputation model. First, the server sends all
clients the pre-trained global model with initial parameters.
Then, using their own data samples, clients train the global
model locally and send the trained parameters back to the
server. At this point, the server executes the attack detection
scheme. In round t, if the n-th update parameter wt

i,n from
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Algorithm 2: Aggregation Algorithm
Server :
Input : w0 ← Pretrained Model

κ,η,a,W ,c,s ← Reputation parameters
Output: Global model Mglobal with wT

1 for Iteration t← 1 to T do
2 // Broadcast global model to clients
3 send(wt−1);
4 // Wait until all updates arrive
5 receive(wt);
6 // Rescale parameters by Algorithm 1
7 w̄t ← Rescale(wt);
8 for n← 1 to N do
9 for i← 1 to M do

10 // Compute parameter confidence
11 sti,n = Eq 4(w̄t

i,n);
12 // Rectify abnormal parameters
13 wt

i,n := Eq 5 (sti,n, δ);
14 record (P t

i , N
t
i );

15 end for
16 end for
17 for i← 1 to M do
18 // Calculate reputation score

19 R̃t
i = Eq 12(P t

i , N t
i , κ, η, a, W , c, s);

20 end for
21 // Normalisation

22 R̄t ← Norm(R̃t);
23 for n← 1 to N do
24 // Update the parameters

25 wt
n :=

∑M
i=1

R̄t
i∑M

i=1 R̄t
i

wt
i,n;

26 end for
27 // Obtain parameters for global model
28 wt := [wt

1, · · · , wt
n];

29 end for
Client :

1 for Client i← 1 to M do in parallel
2 receive(wt−1);
3 // Train local model

4 wt
i ← wt−1

i − r
∂ℓi(w

t−1
i )

∂w ;
5 send(wt

i);
6 end forpar

the client i has been rectified by the attack detection scheme
in Section III-B1 to the median value, the server regards it
as a negative observation, whereas no rectification represents
a positive observation. Then, the server punishes the negative
observation by reducing the corresponding client’s reputation.
Both types of observations are accumulated through all the N
parameters of client i to obtain the reputation value R̃t

i in t
round for client i so as to all the other clients. The server would
conduct Min-Max normalisation to obtain R̄t after receiving
the reputation values R̃t of all the clients in t round.

After the server gets correction updates and the normalised
reputation of each client, it aggregates the updates using
average weighted reputation as the weights to get our global
model updates for the current iteration. In this way, even

over many training rounds, the attackers are still incapable
of shifting parameters notably from the target direction and
this ensures the quality of the resulting global model as will
be demonstrated experimentally and analytically next.

C. Theoretical Guarantees

We prove the convergence of our reputation-based aggrega-
tion method. Our major results are Theorem 1 and Corollary 1,
which state that convergence is guaranteed in bounded time.
Regarding the performance of our algorithm in terms of
metric average accuracy and convergence, we show that it is
consistent with our theoretical analysis. We start by stating our
assumptions, which are standard and common for such types
of results, and per recent works such as [7], [20].

Assumption 1 (Smoothness). The loss functions are L-
smooth, which means they are continuously differentiable and
their gradients are Lipschitz-continuous with Lipschitz con-
stant L > 0, whereas:

∀i ∈ N, ∀w1,w2 ∈ Rd

∥∇L(w1))−∇L(w2))∥2 ≤ L ∥w1 −w2∥2
∥∇ℓ(w1;D)−∇ℓ(w2;D)∥2 ≤ L∥w1 −w2∥2

Assumption 2 (Bounded Gradient). The expected square norm
of gradients ⊒ is bounded:

∀w ∈ Rd,∃Gw <∞,E ∥∇ℓ(w;D)∥22 ≤ Gw
Assumption 3 (Bounded Variance). The variance of gradients
w is bounded:
∀w ∈ Rd,∃Vw <∞,E ∥∇ℓ(w;D)− E(∇ℓ(w;D)∥22 ≤ Vw

Assumption 4 (Convexity). The loss function L(⊒) are µ-
strongly convex:

∃µ > 0,∀w1,w2 ∈ Rd,∇L(w∗) = 0

L(w1)− L(w2) ≥ ⟨∇L(w2),w1 −w2⟩+
µ

2
∥w1 −w2∥22

Suppose the percentage of attackers in the whole clients is
p, and all the clients in the system participant every training
iteration. r is the learning rate(r < 1

L ) and Q̂ = max {Qi}Mi=1.
∀w ∈ W , we denote

mi(w
t) =

{
∗ if i ∈ malicious clients

∇li(wt;D) if i ∈ honest clients
where ∗ stands for an arbitrary value from the malicious
clients.

m(wt) =

M∑
i=1

R̄imi(w
t)

s.t. R̄i =
R̃t

i∑M
i=1 R̃

t
i

,

M∑
i=1

R̄i = 1, R̄i ∈ (0, 1)

Consider the assumptions above and lemmas presented in
Appendix A, we have

Theorem 1. Under Assumptions 1, 2, 3 and 4, ∃ϵ > 0 that:√
d log(1 + Q̂MLDϵ)

M(1− p)
+ C

Gw√
Q̂

+ p ≤ 1

2
− ϵ (13)

After t rounds, Algorithm 2 converges with probability at least

1− ξ ∈
[
1− 4d

(1+Q̂MLυ)
d , 1

)
as
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∥∥wt −w∗∥∥
2
≤ (1− Lr)

t ∥∥w0 −w∗∥∥
2
+

√
N

L
∆1 +

1

L
∆2

(14)

where
∆1 =

M
(
ϖ(M − 1) + 2E√

Mδ

)
Wa(M−1)(κN+W )
(ηN+W )(κN+Wa) + 1

∆2 = 2
√
2

1

MQ̂
+

√
2

Q̂
DϵVw

√
d log(1 + Q̂MLυ)

M(1− p)
+ C

Gw√
Q̂

+ p


Dϵ :=

√
2π exp

(
1

2
(Φ(1− ϵ))

2

)
with Φ (·) being the cumulative distribution function of Wald
distribution.

Corollary 1. Continuing with Theorem 1, when the itera-
tions satisfy t ≥ 1

Lr log
(

L√
N∆1+∆2

∥∥w0 −w∗
∥∥
2

)
, ∃ξ ∈(

0, 4d

(1+Q̂MLυ)
d

]
, we have:

P
(∥∥wt −w∗∥∥

2
≤ 2

√
N

L
∆1 +

2

L
∆2

)
≥ 1− ξ

Remark 1. Due to

∆1 := O
(

ϖ

aκWN
+

1

κN
+

1√
MNδ

)
and

∆2 := O

 1

Q̂
+

p√
Q̂

+
1√
Q̂M


Based on Corollary 1, we achieve an error rate:

O

 ϖ

aκW
√
N

+
1

κ
√
N

+
1√
Mδ

+
1

Q̂
+

p√
Q̂

+
1√
Q̂M


we observe the experimental results in Figure 3 and 11 of

Sections III and IV respectively, when varying the parameters
of N , p, a and κ, results are consistent with this error rate.

Remark 2. Derived from the Corollary 1 and Remark 1, there
is a trade-off problem between convergence speed and error
rate according to the level of reward κ and punishment η from
the reputation model. This trade-off problem is mainly based
on the fact that if the model penalises the bad behaviours of
clients heavily, it would decrease their reputation dramatically
so the model would take a longer time to converge. On the
other hand, mitigating the punishment to increase the reward,
would lead to an increase in the error rate.

IV. PERFORMANCE EVALUATION

The objectives of our experimental evaluation are the
following: (a) evaluate the performance of our aggregation
method against other state-of-art robust aggregation methods,
(b) benchmark it in three different scenarios, namely, no attack,
label flipping attack, and backdoor attack, (c) do so using a
text based real-world dataset of sensitive categories from [4]
to which we will henceforth refer to as SURL, and finally
(d) show that our experimental result are consistent with our
previous theoretical analysis.

A. Experimental Setup

1) Datasets: The SURL dataset comes from a crowd-
sourcing taxonomy in the Curlie project [32], containing six
categories of URLs: five sensitive categories (Health, Politics,
Religion, Sexual Orientation, Ethnicity) and one for non-
sensitive URLs, with a total of 442,190 webpages. The number
of URLs in sensitive and non-sensitive categories are equally
balanced. Each sample contains content, metadata and a class
label of the webpage. For the SURL text classification task,
we train a neural network with three fully connected layers
and a final softmax output layer, same as in the evaluated
methods [16], [20]. Furthermore, in order to fulfil the funda-
mental setting of an heterogeneous and unbalanced dataset for
FL, we sample uk from a Dirichlet distribution [18] with the
concentration parameter ι = 0.9 as in [12], which controls the
imbalance level of the dataset, then assigns a uk,i fraction of
samples in class k to client i, with the intention of generating
non-IID and unbalanced data partitions. As a sanity check, we
also tested our reputation scheme on a different classification
task involving images and got consistent results as those we
got for sensitive content (see Appendix C).

2) Threat Model: We consider the following threat model.
Attack capability: In the FL setting, the malicious clients have
complete control over their local training data, training process
and training hyper-parameters, e.g., the learning rate, iterations
and batch size. They can pollute the training data as well as
the parameters of the trained model before submitting it to the
server but cannot impact the training process of other clients.
We follow the common practice in the computer security field
of overrating the attacker’s capability rather than underrating
it, so we limit our analysis to worst-case scenarios. There, an
attacker has perfect knowledge about the learning algorithm,
the loss function, the training data and is able to inspect
the global model parameters. However, attackers would still
have to train with the model published by the server, thus
complying with the prescribed training scheme by FL to their
local data. Furthermore, the percentage of byzantine clients p
is an important factor that determines the level of success for
the attack. We assume that the number of attackers is less than
the number of honest clients, which is a common setting in
similar methods [16], [20] to the ones we evaluate and compare
our method with.
Attack strategy: We focus on two common attack strategies
for sensitive context classification, namely, (i) label flipping
attack [24] and (ii) backdoor attack [12]. Comparing to other
attacks, for example model poisoning attack [29], [63], these
two data poisoning attacks are more likely to be carried out by
real users in the real world via our browser extension described
in Section V, since polluting data is easier than manipulating
model updates using the browser extension. Note that privacy
attacks including membership inference attack [65] and prop-
erty inference attack [64], are out of the scope of this paper,
but form part of our ongoing and future work.

In a label flipping attack, the attacker flips the labels of
training samples to a targeted label and trains the model
accordingly. In our case, the attacker changes the label of
“Health” to “Non-sensitive”. In a backdoor attack, attackers
inject a designed pattern into their local data and train these
manipulated data with clean data, in order to develop a
local model that learns to recognise such pattern. We realise
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backdoor attacks inserting the top 10 frequent words with their
frequencies for the “Health” category. Therein the backdoor
targets are the labels “non-sensitive”. A successful backdoor
attack would acquire a global model that predicts the backdoor
target label for data along with specific patterns.

For both attacks, instead of a single-shot attack where an
attacker only attacks in one round during the training, we
enhance the attacker by a repeated attack schedule in which an
attacker submits the malicious updates in every round of the
training process. Also, we evaluate a looping attack where the
attackers spreads out poisoning every 30 epochs for the label
flipping attack based on Figure 5. It is important to note that
even if the attackers have full knowledge of our method, they
would still be unable to mount smarter attacks that would try to
maximise the damage caused while minimising their reputation
drop. This is because the attackers are unaware and cannot
compute their reputation score since the latter is computed at
the server and requires input from all clients. Moreover, we
allow extra training epochs for an attacker, namely, being able
to train the local models with 5 more epochs as in [12].

3) Evaluated Aggregation Methods: We compare the per-
formance of our aggregation method against the existing state-
of-the-art in the area FedAvg [5], as well as against popu-
lar robust aggregation methods such as Coordinate-wise me-
dian [20], Trimmed-mean [20], FoolsGold [8], [15], Residual-
based re-weighting [16], and FLTrust [60].

FedAvg is a FL aggregation method that demonstrates im-
pressive empirical performance in non-adversarial settings [5].
Nevertheless, even a single adversarial client could control the
global model in FedAvg easily [27]. This method averages
local model updates of clients as a global model update
weighted by the fraction of training samples size of each client
compared to total training samples size. We use it as baseline
evaluation to assess the performance of our method.
Median is using coordinate-wise median for aggregation. After
receiving the updates in round t, the global update is set
equal to the coordinate-wise median of the updates, where the
median is the 1-dimensional median.
Trimmed-mean is another coordinate-wise mean aggregation
technique that requires prior knowledge of the attacker fraction
β, which should be less than half of the number of model
parameters. For each model parameter, the server eliminates
the highest and lowest β values from the updates before
computing the aggregated mean with remaining values.
FoolsGold presents a strong defence against attacks in FL,
based on a similarity metric. Such approach identifies attackers
based on the similarity of the client updates and decreases
the aggregate weights of participating parties that provide
indistinguishable gradient updates frequently while keeping
the weights of parties that offer distinct gradient updates. It
is an effective defence for sybil attacks but it requires more
iterations to converge to an acceptable accuracy.
Residual-based re-weighting weights each local model by
accumulating the outcome of its residual-based parameter
confidence multiplying the standard deviation of parameter
based on the robust regression through all the parameters of
this local model. In our reputation-based aggregation method,
we implement the same re-weighting scheme IRLS [10] as
residual-based aggregation, but choose the collection of repu-
tation as the weights of clients’ local models.

FLTrust establishes trust in the system by bootstrapping it
via the server, instead of depending entirely on updates from
clients, like the other methods do. The server obtains an initial
server model trained on clean root data. Then, depending on
the cosine similarity of the server model and each local model,
it assigns a trust score to each client in each iteration.

4) Performance Metrics: We use the average accuracy
(Avg-ACC) of the global model to evaluate the result of the
aggregation defence for the poisoning attack in which attackers
aim to mislead the global model during the testing phase. The
accuracy is the percentage of testing examples with the correct
predictions by the global model in the whole testing dataset,
which is defined as:

Avg-ACC =
# correct predictions

# testing samples

In addition, there is existence of targeted attacks that aim
to attack a specific label while keeping the accuracy of
classification on other labels unaltered. Therefore, instead of
Avg-ACC, we choose the attack success rate (ASR) to measure
how many of the samples that are attacked, are classified as
the target label chosen by a malicious client, namely:

ASR =
# successfully attacked samples

# attacked samples

A robust federated aggregation method would obtain higher
Avg-ACC as well as a lower ASR under poisoning attacks.
An ideal aggregation method can achieve 100% Avg-ACC and
has the ASR as low as the fraction of attacked samples from
the target label.

5) Evaluation Setup: For the malicious attack, we assume
that 30% of the clients are malicious as in [27], which is
also a common byzantine consensus threshold for resistance
to failures in a typical distributed system [6]. For the server-
side setting, in order to evaluate the reliability of the local
model updates sent by the client to the server, we assume that
the server has the ability to look into and verify the critical
properties of the updates from the clients before aggregating.

Also, we only consider FL to be executed in a synchronous
manner, as most existing FL defences require [7], [20], [27],
[29]. For all the above aggregation methods under attack, we
perform 100 iterations using the SURL dataset with a batch
size of 64 and 10 clients. Furthermore, we evaluate our method
for increasing numbers of clients. These settings are inline with
existing state-of-the-art methods for security in FL [12], [16],
[20] More details related to the training setting are presented
in Appendix B.

B. Convergence and Accuracy

In Figure 6 (left), we analyse the performance of our
method in the no attack scenario and compare the convergence
and accuracy of our method with others during training. We
show the training loss (left axis) and average accuracy (right
axis) during 100 training iterations for 7 methods.

Our aggregation starts with the lowest training loss and
maintains it throughout the training process. It only takes
24 iterations to achieve 82% accuracy and then converge to
82.13%, which represents a 2.7× faster converge rate than
FedAvg. In comparison, Residual-based and Trimmed-mean
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Fig. 6: Training Loss (TL) and Average Accuracy (AA) for 100 epochs of Reputation-based, FedAvg, Residual-based, Median,
Trimmed-mean, FoolsGold and FLTrust methods in SURL Dataset under no attack (left) scenario, under label flipping attack
(middle) and backdoor attack (right) scenarios with 30% malicious clients.

have almost identical training loss and take 52 and 47 iterations
to reach 82% accuracy and practically converge to 81.79% and
80.76% respectively, which is 2.2× and 2× slower than our
reputation method. Median reaches 81% at 83 rounds and after
that converges to 79.94%, which amounts to a 3.6× slower
converge rate than our method. Especially, Foolsgold and
FLTrust are slow to converge and do not converge within 100
iterations, so our convergence rate is at least 4.2× better than
FoolsGold and FLTrust. This demonstrates that our reputation
model benefits from convergence speed and accuracy perfor-
mance. This is because our reputation scheme assigns higher
weight to more reliable clients when there is no ongoing attack,
which generates more consistent updates thereby accelerating
the convergence.

C. Resilience to Attacks

We begin by analysing the performance with a static
percentage (30%) of attackers, and then move on to the
performance with a varying percentage of attackers under label
flipping and backdoor attacks.

1) Label Flipping Attack: Static percentage of attack-
ers: Figure 6 (middle) shows the convergence of mentioned
methods under label flipping attack. Our method converges
1.8× to 2× faster than all competing state-of-the-art methods
under attack, enlarging its performance benefits compared to
the no attack scenario. In addition, our method outperforms
competing methods by at least 1.4% in terms of accuracy.
Varying the percentage of attackers: Here we analyse the
impact on our aggregation method as the proportion of attack-
ers increases. Figure 7 (left) shows the change of performance
metrics for varying percentage of attackers for seven evaluated
methods When the percentage of attackers p ranges from
10% to 50%, our method is resistant against label flipping
attacks with a small loss in accuracy and a consistent attack
success rate of all the methods. As p approaches 50%, Fe-
dAvg, Residual-based, Median and FLTrust defences become
ineffective in mitigating the attack, and correspondingly their
Avg-ACC decreases linearly. Moreover, under label flipping
attack during the whole process, our reputation-based method
has the highest accuracy outperforming other methods by 1%

to 23.1%. At the same time it has the lowest ASR. The average
ASR of other methods are at least 82.8% higher than ours.

2) Backdoor Attack: Static percentage of attackers: Fig-
ure 6 (right) shows the convergence of mentioned methods
under backdoor attack. Same as in no attack and label flipping
attack scenario, our method converges 1.6× to 2.4× faster than
all competing state-of-the-art methods. In addition, our method
outperforms competing methods by 3.5% to 33.6% in terms
of classification accuracy.
Varied percentage of attackers: We examine the scenario in
which the percentage of attackers increases. Figure 7 (right)
shows the performance for the seven evaluated methods under
backdoor attack when varying the percentage of attackers p
from 10% to 50%. Figure 7 (right) demonstrates that under
backdoor attack, our reputation-based method has a consis-
tent accuracy throughout the process with the lowest attack
success rate, whereas the average ASR of other methods is
at least 72.3% higher than ours. As p changes, the ASR of
the Residual-based, Median, and Foolsgold methods increase
linearly. Although FLTrust has a stable ASR, it increases by a
factor of 1.39 when p reaches 50%.

First, we evaluate a varying compromise rate for the
label flipping and backdoor attacks using our reputation-based
method. For the label-flipping attack, we vary the percentage of
the flipped label poisoned by attackers from 10% to 90%. Also,
for the backdoor attack, we vary the number of top frequent
words inserted as the trigger pattern, from 5 to 25. The remain-
ing settings are the same as in previous experiments. Figure 8
plots the ACC and ASR when varying the compromise rate for
both attacks. Figure 8 (left) shows that when the percentage
of the poisoned sample is increased, it leads to the decrease
of the accuracy of the model and to a slight increase of ASR.
Figure 8 (right) shows that when we increase the number of
frequent words from 5 to 20, the ASR remains unaffected.
When the frequent words exceed 25, the attack becomes less
stealthy and thus can be more easily detected resulting in a
lower ASR.

We also evaluate the performance of our method in terms of
the number of participating clients. With a 30% compromise
rate, we expand the number of clients from 10 to 200. Our
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Fig. 7: Average accuracy (ACC) and attack success rate (ASR) for varying percentage of attackers from 10% to 50% under label
flipping (left) and backdoor (right) attack for Reputation-based, FedAvg, Residual-based, Median, Trimmed-mean, FoolsGold
and FLTrust methods in SURL Dataset.
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Fig. 9: Average accuracy (ACC) and attack success rate (ASR)
for varying the number of clients from 10 to 200 under label
flipping and backdoor attack with 30% malicious clients.

method performs consistently for a larger number of clients,
as seen by the stable ACC and ASR as the number of clients
grows in Figure 9.

3) Analysis of Attacks: Finally, instead of repeating the
attack at every epoch, the attacker stretches poisoning across
30 epochs in our study of the looping attack. The performance
of the looping attack is seen in Figure 10. As expected, the
looping attack is not as effective as the repeated attack that
we previously assessed. All the methods manage to defend it
with low ASR, and our method still has the greatest accuracy.

4) Evaluation Results: In the no attack scenario, we ob-
serve (i) Our method converges 2× to 4.2× faster than all
competing state-of-the-art methods. (ii) Our method is at
least as good or outperforms competing methods in terms of
classification accuracy. The above validates that our reputation
scheme is helpful even in the no attack scenario. This is due
to the fact that in our algorithm we give higher weights to the
clients with high-quality updates, as illustrated in Figure 12,
causing the model to converge rapidly and retain consistent
accuracy. In addition, even under the two different attacks,
our method:

• converges 1.6× to 2.4× faster than all competing state-
of-the-art methods.
• provides the same or better accuracy than competing
methods.
• yields the lowest ASR compared to all other methods,
with the average ASR of them being at least 72.3% higher
than ours.

We obtained comparable findings for the evaluation of the
aforementioned methods on 100 clients, as presented in Ap-
pendix D. Furthermore, the result is consistent with the theo-
retical analysis: as p increases, so does the error rate.

D. Stability of Hyper-parameters

We employ four hyper-parameters in our reputation model:
rewarding weight κ, prior probability a, time decay parameter
c and window length s. As shown in Remark 1, c and s do not
affect the performance of our model, we only consider hyper-
parameters κ and a, where κ controls the reward weight to
positive observations and a controls the fraction of uncertainty
converted to belief. To demonstrate the impact of these two
hyper-parameters of our reputation model, we grid search κ in
[0.1, 0.2, 0.3, 0.4] and a in [0.1, 0.3, 0.5, 0.7, 0.9]. The setup is
the same as on SURL dataset under label flipping attack. The
ultimate accuracy of stability of reputation-based aggregation
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Fig. 10: Average accuracy (ACC) and attack success rate
(ASR) for varying percentage of attackers from 10% to 50%
under label flipping (left) and backdoor (right) attack with a
looping attack in which an attacker attacks every 30 epochs.
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Fig. 11: Average accuracy and attack success rate as we vary
rewarding weight κ and prior probability a.

are shown in Figure 11. Note that these results are tested for
the label flipping attack and they hold according to theory also
for backdoor.

The result in Figure 11 demonstrates that our approach is
very stable and efficient in terms of hyper-parameter selection,
and it achieves a high degree of precision. Furthermore, the re-
sult is compatible with the theoretical analysis in Section III-C.

E. Comparison against a residual-based method

To demonstrate how our method improves the residual-
base method by assigning the aggregation weights based on
reputation, we consider a scenario with 10 clients in the
FL system, 8 of which are malicious. The training lasts 10
communication rounds during which attackers carry out the
backdoor attack. The remaining settings are the same as the
default. Results are shown in Figure 12, in which the first two
clients are benign, and the rest are malicious. We observe that
for our reputation method the aggregation weights of malicious
clients, which are their reputations, are rectified to 0 since the
second round, demonstrating that our method is successful in
eradicating their influence. On the other hand, the aggregate
weights of malicious clients in residual-based methods, which
are calculated by multiplying the parameter confidence by
its standard deviation, are nearly similar and non-zero. This
is because repeated median regression seldom yields 0 for
the parameter confidence, which causes practically non-zero
weights to be assigned to malicious clients by residual-based
methods. To address this issue, the reputation model uses
positive and negative observations that introduce rewards and
punishments to assign divergent weights to clients. As a result,
benign clients are given higher weights whereas malicious
clients are eliminated from the aggregation.
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Fig. 12: The aggregation weights of clients from our
reputation-based (left) and residual-based method (right) for
10 communication rounds under label flipping attack with 80%
attackers.

Fig. 13: EITR extension in action. The letter “H” inside the
red frame at the bottom right of the extension’s icon indicates
that a health-related page has been detected.

V. THE EITR SYSTEM

In this section, we provide a high level description of
our EITR [67] system (standing for “Elephant In the Room”
of privacy). We then present some preliminary results with
real users demonstrating the ability of the system to quickly
learn how to classify yet unseen sensitive content, in our case
COVID-19 URLs pertaining to the category Health, even in
view of inaccurate user input. The system is currently being
used as a research prototype to evaluate the robustness of
our algorithm in a simple real-world setting. A full in depth
description of the system and its performance with more users
and more intricate settings, including adoption, incentives, and
HCI issues, over a longer time period is the topic of our
ongoing efforts and will be covered by our future work.

A. System Architecture and Implementation

The EITR system is based on the client-server model.
The back-end server is responsible to distribute the initial
classification model and the consequent updated model(s) to
the clients and receive new annotations from the different
clients of the system. The client is in the form of a web browser
extension that is responsible to fetch and load the most recent
global classification model to the users’ browser from the back-
end server. The loaded model can then be used to label website
in real time into the 5 different sensitive topics as defined by
GDPR, i.e., Religion, Health, Politics, Ethnicity and Sexual
Orientation. Next, we provide more details for each part of
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Fig. 14: Results of real-user experiment for COVID-19 related URLs with 50 users over 100 iterations. (left): the reputation
score of the real users at the end of experiment, (middle): the accuracy of the centralised classifier and the global model of our
reputation-based FL approach for COVID-19 URLs, and (right): the ROC curve of real-user experiment with 0.79 area under
the ROC curve (AUC).

the system.
Back-end server: The back-end server is written in JavaScript
using the node.js Express [40] framework. To build the initial
classification model we use the dataset provided by Matic
et al. [4], and the TensorFlow [41] and Keras [42] machine
learning libraries. The final trained model is then exported
using the TensorFlow.js [43] library in order to be able to
distribute it to the system’s clients (browser extension). The
back-end server also includes additional functionalities such
as the creation and distribution of users’ tasks, i.e., a short
list of URLs that the users need to visit and annotate, and an
entry point that collects the resulting users annotations during
the execution of the task.
Web browser extension: Currently the browser extension only
supports the Google Chrome browser and is implemented in
JavaScript using the Google Chrome Extension APIs [45].
To handle the classification model the extension utilises the
TensorFlow.js [43] library to load, use, and update the model.
The main functionality of the extension is to classify the
visited website in real time and provide information to the
user related to the predicted class as depicted in Figure 13.
The website classification is based on the metadata (included
in the website <head> HTML tag) and the visible text of the
website. The extension also allows users to provide their input
related to their agreement or disagreement with the predicted
class using a drop down list as depicted in Figure 13 with the
label “Choose a new Class”.

B. Real Users Experimental Setup

The goal of the real-user experiment is to evaluate our
federated reputation-based method on real user activity (instead
of systematic tests), and demonstrate that even with real users
with different comprehensions of the definition of sensitive
information, our method can learn new content fast and
achieve higher accuracy than centralised classifiers, which is
compatible with our simulation experiment.

For the setup, the participant is directed to visit the
experiment website that provides the necessary information
and instructions on the goal of our study, the definition of
sensitive information provided by the current GDPR and how
to participate in our study. In order to have access to the
browser extension and the installation instructions the user
must in advance give explicit consent and accept the data
privacy policy. Upon successful installation of the extension,

new users are asked to provide a valid email address (to contact
them for the reward) and then receive their task, a list of 20
URLs, that they need to visit and provide their labels in order
to successfully complete their task. The list of 20 URLs is
sampled by the Dirichlet distribution with ι = 0.9 for each
participant from a database, which includes 300 URLs with
sensitive and non-sensitive content related to COVID-19.

Ethical Considerations: We have ensured compliance with
the GDPR pertaining to collecting, handling, and storing data
generated by real users. To that end, we have acquired all
the proper approvals from our institutions. Furthermore, the
participants are directed to visit a pre-selected set of URLs
selected by us to avoid collecting the actual visiting patterns
of our users. In addition, the user input is only collected if and
only if the user explicitly provide input to the drop-down list
labelled “Choose a new Class” to avoid collecting the visiting
patterns of the user accidentally while they are executing their
tasks. Finally, we only use the users’ email address to contact
them for the reward. The mapping between the user input
and their email address is based on a random identifier that
is generated during the installation time of the extension.

C. Validation with Real Users

Data collection: We had 50 users participating in our exper-
iment. In order to evaluate our reputation-based FL method
using real-user data, we define a methodology to label ground
truth on COVID-19 related sites.
Ground truth methodology: To set the ground truth for
COVID-19 sites related to our sensitive or non-sensitive labels,
we create a database of 100 websites, which we collect by
searching on Google with the query “sensitive websites about
COVID-19” and choose the top 100 sites returned from the
query. Then, four experts in the privacy field, independently
annotate them based on their professional expertise in order to
achieve an agreement on whether each of those sites included
sensitive or non-sensitive content.
Ground truth annotation: In order to evaluate the annotation
of the 100 websites from human experts, we calculate the
inter-rater agreement among them using Fleiss Kappa [61]. We
obtain 0.56 of Fleiss Kappa, which is an acceptable agreement
because the values of Fleiss Kappa. above 0.5 are regarded as
good. Furthermore, given that COVID-19 is a controversial
issue, it is difficult for humans to agree on what constitutes
sensitive content relating to it. Even though, we still attain a
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valid ground truth of 85 items belonging to the health sensitive
category with agreement ratings of at least 0.5. Note that
we also classify the above 100 websites using the centralised
classifier proposed in [4] and get only 53.13% accuracy.
Result with real users: Figure 14 shows the results of accu-
racy and reputation score with 50 real users in the experiment.
Figure 14 (left) shows that the majority of users have reputation
scores falling in the intermediate range, with some having a
very high reputation and a few having a very low reputation.
This indicates the divergence of the user’s interpretation of
the sensitive information as we expect. In Figure 14 (middle)
we compare the accuracy of the centralised classifier and the
global model of our reputation-based FL approach for COVID-
19 URLs. Despite the diversity of reputation scores of real
users, our method converges as rapidly as in simulation and
achieves an average accuracy of 80.36%, thereby verifying
the quick convergence and high accuracy results presented
in the previous sections. Figure 14 (right) shows that the
ROC curve in real-user experiment yielded 0.79 AUC. Our
result is acceptable in this scenario because most existing
FL techniques are designed to minimise the conventional cost
function and are not optimal for optimising more appropriate
metrics for imbalanced data, such as AUC [62].

As we observe, with real users holding our method achieve
a good performance. This means that, as new sensitive content
appears and/or is defined by GDPR or new upcoming legis-
lation, we will be able to continue training our FL model for
this type of task with quick convergence and good accuracy.
The empirical results in Figure 14 (middle) also shows that
there is a quick convergence to the accuracy’s stable value
within a small number of iterations (around 30), in line with
the theoretical results in Section III.

VI. CONCLUSION

In this paper we have shown how to use federated learning
to implement a robust to poisoning attacks distributed classifier
for sensitive web content. Having demonstrated the benefits of
our approach in terms of convergence rate and accuracy against
state-of-the-art approaches, we implemented and validated it
with real users using our EITR browser extension. Collectively,
our performance evaluation has showed that our reputation-
based approach to thwarting poisoning attacks consistently
converges faster than the state-of-the-art while maintaining or
improving the classification accuracy.

We are currently working towards disseminating EITR to a
larger user-base and using it to classify additional sensitive
and non-sensitive types of content. This includes but it is
not limited to categories defined by the users themselves for
different purposes, not necessarily related to sensitive content,
as well as evaluating additional attacks and threat models under
our subjective-logic reputation scheme for FL. In turn, our
approach can support other FL models going beyond sensitive
content classification in future work.
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D. Federated Learning: Strategies for Improving Communication Effi-
ciency. Proceedings of NIPS. (2016)

[14] Siegel, A. Robust Regression using Repeated Medians. Biometrika. 69,
242-244 (1982)

[15] Fung, C., Yoon, C. & Beschastnikh, I. Mitigating Sybils in Federated
Learning Poisoning. ArXiv Preprint ArXiv:1808.04866. (2018)

[16] Fu, S., Xie, C., Li, B. & Chen, Q. Attack-resistant Federated Learning
with Residual-based Reweighting. AAAI Workshops: Towards Robust,
Secure And Efficient Machine Learning. (2021)

[17] Sun, Z., Kairouz, P., Suresh, A. & McMahan, H. Can you Really
Backdoor Federated Learning?. The 2nd International Workshop on
Federated Learning For Data Privacy And Confidentiality, in Neural
Information Processing Systems. (2019)

[18] Minka, T. Estimating a Dirichlet Distribution. (Technical report, MIT,
2000)

[19] He, K., Zhang, X., Ren, S. & Sun, J. Deep Residual Learning for Image
Recognition. Proceedings Of The IEEE Conference On Computer Vision
And Pattern Recognition. pp. 770-778 (2016)

[20] Yin, D., Chen, Y., Kannan, R. & Bartlett, P. Byzantine-robust Dis-
tributed Learning: Towards Optimal Statistical Rates. International
Conference On Machine Learning. pp. 5650-5659 (2018)

[21] Minsker, S. Geometric Median and Robust Estimation in Banach
Spaces. Bernoulli. 21, 2308-2335 (2015)

[22] Karimireddy, S., He, L. & Jaggi, M. Learning from History for
Byzantine Robust Optimization. International Conference On Machine
Learning. pp. 5311-5319 (2021)

[23] Bubeck, S. Convex Optimization: Algorithms and Complexity. Founda-
tions and Trends in Machine Learning, 8 (3-4). (2014)

14



[24] Barreno, M., Nelson, B., Joseph, A. & Tygar, J. The Security of Machine
Learning. Machine Learning. 81, 121-148 (2010)

[25] Deng, J., Dong, W., Socher, R., Li, L., Li, K. & Fei-Fei, L. Imagenet:
A Large-scale Hierarchical Image Database. 2009 IEEE Conference On
Computer Vision And Pattern Recognition. pp. 248-255 (2009)

[26] Bhagoji, A., Chakraborty, S., Mittal, P. & Calo, S. Analyzing Federated
Learning through an Adversarial Lens. International Conference On
Machine Learning. pp. 634-643 (2019)

[27] Blanchard, P., El Mhamdi, E., Guerraoui, R. & Stainer, J. Machine
Learning with Adversaries: Byzantine Tolerant Gradient Descent. Pro-
ceedings Of The 31st International Conference On Neural Information
Processing Systems. pp. 118-128 (2017)

[28] Paszke, A., Gross, S., Chintala, S., Chanan, G., Yang, E., DeVito, Z.,
Lin, Z., Desmaison, A., Antiga, L. & Lerer, A. Automatic Differentia-
tion in Pytorch. (2017)

[29] Fang, M., Cao, X., Jia, J. & Gong, N. Local Model Poisoning Attacks
to Byzantine-robust Federated Learning. 29th USENIX Security Sympo-
sium. pp. 1605-1622 (2020)

[30] Bonawitz, K., Ivanov, V., Kreuter, B., Marcedone, A., McMahan,
H., Patel, S., Ramage, D., Segal, A. & Seth, K. Practical Secure
Aggregation for Privacy-preserving Machine Learning. Proceedings of
The 2017 ACM SIGSAC Conference On Computer And Communications
Security. pp. 1175-1191 (2017)

[31] El Mahdi, E. M., Guerraoui, R., Rouault, S. The Hidden Vulnerability
of Distributed Learning in Byzantium. International Conference On
Machine Learning. pp. 3521-3530 (2018)

[32] Curlie.org Curlie - The Collector of URLs. (2019), https://curlie.org/
[33] Commission, E. Data protection in the EU, The General Data Pro-

tection Regulation (GDPR); Regulation (EU) 2016/679. (2018), https:
//ec.europa.eu/%0Ainfo/law/law-topic/data-protection/

[34] California, S. California Consumer Privacy Act - Assembly Bill
No. 375. (2018), https://leginfo.legislature.ca.gov/faces/billTextClient.
xhtml?bill id=201720180AB375

[35] Government of Canada. Amended Act on The Personal
Information Protection and Electronic Documents Act. (2018),
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-
personal-information-protection-and-electronic-documents-act-pipeda/

[36] Government of Israel. Protection of privacy regulations (data security)
5777-2017. (2018), https://www.gov.il/en/Departments/legalInfo/data
%0Asecurity regulation/

[37] European Commission. Personal Information Protection Commission,
J. Amended Act on the Protection of Personal Information. (2017),
https://www.ppc.go.jp/en/

[38] Australian Information Commissioner. Australian Privacy Principles
guidelines; Australian Privacy Principle 5 - Notification of the collection
of personal information. (2018), https://www.oaic.gov.au/agencies-and-
organisations/

[39] Kang, J., Xiong, Z., Niyato, D., Xie, S. & Zhang, J. Incentive Mecha-
nism for Reliable Federated Learning: A Joint Optimization Approach
to Combining Reputation and Contract Theory. IEEE Internet Of Things
Journal. 6, 10700-10714 (2019)

[40] Expressjs.com Express - Fast, unopinionated, minimalist web frame-
work for Node.js. (2021), https://expressjs.com/

[41] TensorFlow.org TensorFlow - An end-to-end open source machine
learning platform.. (2021), https://www.tensorflow.org/

[42] Keras.io Keras - Simple. Flexible. Powerful. (2021), https://keras.io/
[43] Tensorflow.org TensorFlow.js is a library for machine learning in

JavaScript. (2021), https://www.tensorflow.org/js
[44] Bonawitz, K., Eichner, H., Grieskamp, W., Huba, D., Ingerman, A.,
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APPENDIX

A. Proofs

The following are the lemmas we utilise in the proof of
Theorem 1.

Lemma 1. From Assumption 1 and 4, L(w) is L-smooth and
µ-strongly convex. Then ∀w1, w2 ∈ W , one has

⟨∇L(w1)−∇L(w2),w1 −w2⟩ ≥
Lµ

L+ µ
∥w1 −w2∥22

+
1

L+ µ
∥∇L(w1)−∇L(w2)∥22 (15)

Lemma 2. The difference between m(w) and ∇L(w) is
bounded in every iteration:

∥m(w)−∇L(w)∥2 ≤ ∥m0(w)−∇L(w)∥2 +
√
N∆1 (16)

where:

∆1 =
M(ϖ(M − 1) + 2E√

Mδ
)

Wa(M−1)(κN+W )
(ηN+W )(κN+Wa) + 1
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}}
and

m0(w) := median
i
{mi(w)}

1) Proof of Lemma 1: Let g(w) = L(w)− ς
2 ∥w∥

2
2. Base

on the assumption 4, we have g(w) is (L−ς)-strongly convex.
from [23] 3.6, we have

⟨∇L(w1)−∇L(w2),w1 −w2⟩ ≥
1

L
∥∇L(w1)−∇L(w2)∥22

(17)

Hence,

⟨∇g(w1)−∇g(w2),w1 −w2⟩ ≥
1

L− ς
∥∇g(w1)−∇g(w2)∥22

(18)

Now We have
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And therefore

⟨∇L(w1)−∇L(w2),w1 −w2⟩ − ⟨ςw1 − ςw2,w1 −w2⟩

≥ 1

L− ς
∥(∇L(w1)−∇L(w2))− (ςw1 − ςw2)∥22 (20)

Refer to Assumption 1, we obtain

⟨∇L(w1)−∇L(w2),w1 −w2⟩ ≥
Lς

L− ς
∥w1 −w2∥22

− 2ς

L− ς
⟨∇L(w1)−∇L(w2),w1 −w2⟩

+
1

L− ς
∥∇L(w1)−∇L(w2)∥22

≥ − Lς

L− ς
∥w1 −w2∥22 +

1

L− ς
∥∇L(w1)−∇L(w2)∥22 (21)

Let ς = −µ, then we conclude the proof of Lemma 1.

2) Proof of Lemma 2: We have the following equation:

∥m(w)−∇L(w)∥2 ≤ ∥m(w)−m0(w)∥2
+ ∥m0(w)−∇L(w)∥2 (22)

from [16] inequality 18, we know ∀i, n,∃E > 0

sup |ei,n| ≤
E√
Mδ

Where

E = sup

{
37

√
2λ(M + 4)

25(M − 1)
median

i

{
|wt

i,n − B̂nx
t
i,n − Ân|

}}
and the dimension of w is N . Hence the distance between the
two aggregation functions satisfies

∥m(w)−m0(w)∥2 ≤
√
N

∥∥∥∥∥
M∑
i=1

R̄i

(
B̂i (M − 1) +

2E√
Mδ

)∥∥∥∥∥
2

(23)

Based on Equation 12

s exp(−cs)∑s
j=0 exp(−cj)

· Wa

ηN +W
≤ R̃t

i (24)

R̃t
i ≤

s∑s
j=0 exp(−cj)

· κN +Wa

κN +W
(25)

so we have

R̄i =
R̃t

i∑M
i=1 R̃

t
i

≤ 1
Wa(M−1)(κN+W )
(ηN+W )(κN+Wa)

+ 1
(26)

Due to our Aggregation Algorithm

B̂n = median
i

(
median

i ̸=j

wj,n − wi,n

xj,n − xi,n

)
≤ ϖ (27)

Therefore, we have∥∥∥∥∥
M∑
i=1

R̄i

(
B̂i (M − 1) +

2E√
Mδ

)∥∥∥∥∥
2

≤
M(ϖ(M − 1) + 2E√

Mδ
)

Wa(M−1)(κN+W )
(ηN+W )(κN+Wa)

+ 1

= ∆1 (28)

Hence, we proof Lemma 2.

3) Proof of Theorem 1: We first consider a general problem
of robust estimation of a one dimensional random variable.
Suppose that there are M clients, and p percentage of them
are malicious and own adversarial data. In t iteration, we have:∥∥wt −w∗∥∥

2
=

∥∥(wt−1 − rm(wt−1)−w∗∥∥
2

≤
∥∥wt−1 − r∇L(wt−1)−w∗∥∥

2︸ ︷︷ ︸
A

+ r
∥∥m(wt−1)−∇L(wt−1)

∥∥
2︸ ︷︷ ︸

B

(29)

We bound part A first. We have∥∥wt−1 − r∇L(wt−1)−w∗∥∥2

2
=

∥∥wt−1 −w∗∥∥2

2

+ r2
∥∥∇L(wt−1)

∥∥2

2
− 2r

〈
∇L(wt−1),wt−1 −w∗〉 (30)
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Under the Assumption 4 and Lemma 1, we have〈
∇L(wt−1),wt−1 −w∗〉 ≥ Lµ

L+ µ

∥∥wt−1 −w∗∥∥2

2

+
1

L+ µ

∥∥∇L(wt−1)
∥∥2

2
(31)

Then we combine inequalities 31 to equation 30∥∥wt−1 − r∇L(wt−1)−w∗∥∥2

2
≤ (1− 2r

Lµ

L+ µ
)
∥∥wt−1 −w∗∥∥2

2

+ (r2 − 2r

L+ µ
)
∥∥∇L(wt−1)

∥∥2

2

(32)

From Assumption 1, we can derive:∥∥∇L(wt−1)−∇L(w∗)
∥∥2

2
≤ L2

∥∥wt−1 −w∗∥∥2

2
(33)

Combining inequalities 32 and 33, we have:∥∥wt−1 − r∇L(wt−1)−w∗∥∥2

2
≤ (1− Lr)2

∥∥wt−1 −w∗∥∥2

2
(34)

Let r < 1
L , we have∥∥wt−1 − r∇L(wt−1)−w∗∥∥

2
≤ (1− Lr)

∥∥wt−1 −w∗∥∥
2

(35)

Then we turn to bound part B. Based on Lemma 2, we
know:

∥m(w)−∇L(w)∥2 ≤ ∥m0(w)−∇L(w)∥2 +
√
N∆1 (36)

Assume Assumption 1, 2, 3 and 4 holds, and ∃ϵ fulfills
inequality 13. Based on Lemma 1 in [20], with the probability
1− ξ ≥ 1− 4d

(1+Q̂MLυ)
d , we have

∥m0(w)−∇L(w)∥2 ≤
√

2

Q̂
DϵVw(

√
d log(1 + Q̂MLυ)

M(1− p)

+ C
Gw√
Q̂

+ p) + 2
√
2

1

MQ̂
= ∆2 (37)

where C = 0.4748. After obtaining the bound of part A and
B, now we have∥∥wt −w∗∥∥

2
≤ (1− Lr)

∥∥wt−1 −w∗∥∥
2︸ ︷︷ ︸

Bound A

+ r
(√

N∆1 +∆2

)
︸ ︷︷ ︸

Bound B

(38)

Hence, we can prove Theorem 1 through iterations using
the formula of a finite geometric series,∥∥wt −w∗∥∥

2
≤ (1− Lr)t

∥∥w0 −w∗∥∥
2

+
1− (1− Lr)t

Lr
r
(√

N∆1 +∆2

)
≤ (1− Lr)t

∥∥w0 −w∗∥∥
2
+

1

L

(√
N∆1 +∆2

)
(39)

B. Experimental Setting

Our simulation experiments are implemented with Pytorch
framework [28] on the cloud computing platform Google
Colaboratory Pro (Colab Pro) with access to Nvidia K80s,
T4s, P4s and P100s with 25 GB of Random Access Memory.
Table II shows the default setting in our experiments.

TABLE II: Default experimental settings

Explanation Notation Default Setting

prior probability a 0.5
non-information prior weight W 2
weight for positive observation κ 0.3
time decay parameter c 0.5
window length s 10
confidence threshold δ 0.1
value range ϖ 2
Objective Function L(·) Negative Log-likelihood Loss

Learning rate r 0.01
Batch size per client 64
The number of local iterations 10
The number of total iterations 100

C. Supplementary dataset for experiment

CIFAR-10 is a supplementary dataset assessing the robust-
ness of our reputation scheme in image datasets to poisoning
attacks. The CIFAR-10 dataset is a 32×32 colour image dataset
that includes ten classes with a total number of 50 thousand
images for training and 10 thousand images for testing. Here
we use ResNet-18 [19] model pertaining to ImageNet [25] with
20 iterations. In CIFAR-10 dataset, attackers switch the label
of “cat” images to the “dog”.

Figure 15 shows that under label flipping and backdoor
attack during the whole process, our reputation-based method
has the highest accuracy outperforming other methods and the
lowest ASR, excluding Foolsgold in CIFAR-10, yielding a
result that is similar to the one in SURL.

D. Extra Experimental Result

We evaluate the proposed defence for a varying number
of clients from 10 to 200 in the SURL dataset. Here, we
analyze the performance of the aforementioned methods for
100 clients. The results are presented in Figure 16 and Fig-
ure 17 that correspond to the average accuracy (ACC) and
attach success rate (ASR), respectively.

In the no attack scenario, we observe that our method
converges between 1.7× to 7.1× faster than all competing
state-of-the-art methods with at least as good performance (or
outperforms) compared with competing methods in terms of
classification accuracy, see Figure 16 (left). In addition, even
under the two different attacks, our method: (i) converges
between 1.6× to 3.6× faster than all competing state-of-the-
art methods, (ii) provides the same or better accuracy than
competing methods, and (iii) yields the lowest ASR compared
to all other methods.
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Fig. 15: Average accuracy (ACC) and attack success rate (ASR) for varying percentage of attackers from 10% to 50% under
label flipping (left) and backdoor (right) attack for Reputation, FedAvg, Median, Residual-based, Median, Trimmed-Median,
FoolsGold and FLTruts in CIFAR-10 dataset.

0 20 40 60 80 100
0%

20%

40%

60%

80%

100%

No Attack

Numbers of iterations

A
C

C

0 20 40 60 80 100
0%

20%

40%

60%

80%

100%

Label Flipping Attack

Numbers of iterations

A
C

C

0 20 40 60 80 100
0%

20%

40%

60%

80%

100%

Backdoor

Numbers of iterations

A
C

C

Reputation

FedAvg

Residual

Foolsgold

Median

Trimmed-mean

FLTrust

Fig. 16: Average accuracy (ACC) with no attack (left) and varying percentage of attackers from 10% to 50% under label flipping
(middle) and backdoor (right) attack for Reputation, FedAvg, Residual-based, Median, Trimmed-mean, Foolsgold, FLTrust in
SURL dataset.
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Fig. 17: Attack success rate (ASR) for varying percentage of attackers from 10% to 50% under label flipping (left) and backdoor
(right) attack for Reputation, FedAvg, Residual-based, Median, Trimmed-mean, Foolsgold, FLTrust in SURL dataset.
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Model pruning has been proposed as a technique for reducing the size and complexity of Federated learning (FL) models. By

making local models coarser, pruning is intuitively expected to improve protection against privacy attacks. However, the level

of this expected privacy protection has not been previously characterized, or optimized jointly with utility.

In this paper, we irst characterize the privacy ofered by pruning. We establish information-theoretic upper bounds on

the information leakage from pruned FL and we experimentally validate them under state-of-the-art privacy attacks across

diferent FL pruning schemes. Second, we introduce PriPruneś a privacy-aware algorithm for pruning in FL. PriPrune uses

defense pruning masks, which can be applied locally after any pruning algorithm, and adapts the defense pruning rate to

jointly optimize privacy and accuracy. Another key idea in the design of PriPrune is Pseudo-Pruning: it undergoes defense

pruning within the local model and only sends the pruned model to the server; while the weights pruned out by defense mask

are withheld locally for future local training rather than being removed. We show that PriPrune signiicantly improves the

privacy-accuracy tradeof compared to state-of-the-art pruned FL schemes. For example, on the FEMNIST dataset, PriPrune

improves the privacy of PruneFL by 45.5% without reducing accuracy.

CCS Concepts: · Security and privacy→ Distributed systems security; · Computing methodologies→Machine

learning; · Theory of computation→ Theory and algorithms for application domains.

Additional Key Words and Phrases: Federated Learning, Privacy, Model Pruning

1 Introduction

Federated Learning (FL) has emerged as the predominant paradigm for distributed machine learning across a
multitude of user devices [18, 26]. It is known to have several beneits in terms of reducing the communication,
computation and storage costs for the users, training better global models, and raising the bar for privacy by not
sharing the local data. FL allows users to train models locally on their (user) devices without revealing their local
data but instead collaborate by sharing only model updates that can be combined to build a global model through
a central server. A typical FL scenario involves numerous users and resource-constrained devices [23] making it
challenging to perform resource-intensive tasks like training Deep Neural Networks (DNNs) on them.
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In parallel, signiicant eforts have been put toward optimizing sparse DNNs to create lightweight models
suitable for training on edge devices [6, 14, 24]. Model pruning, which involves the removal of a certain percentage
of parameters, has gained signiicant attention [13, 20, 28]. Its primary objective is to derive a sparse DNNs model
that decreases the computational requirements and enhances eiciency without compromising accuracy [10].
Several model pruning techniques have been developed for FL to optimize model sparsity under given constraints
on the processing and communication capabilities of devices, especially under heterogeneous clients, [3, 17].

It is intuitively expected that by reducing the number of weights of FL models, the pruning method should, as
a side-efect, also improve their resistance to reconstruction attacks. These attacks aim at using these weights
to reverse-engineer the model and obtain information about the input data; a.k.a. gradient inversion attacks
launched by the server. Prior work on model pruning focuses solely on the scalability/accuracy trade-of and thus
neither considers nor quantiies the privacy impact of pruning on FL. To the best of our knowledge, our paper is
the irst to consider privacy in the context of FL model pruning, and to address the following key questions: Q1.
Can we quantify privacy in FL model pruning? Q2. How can we further optimize pruning for privacy, and jointly

with accuracy? To address these questions, we make the following two contributions.
First,we theoretically and empirically quantify privacy leakage inmodel pruning.Wederive information-

theoretic upper bounds on the amount of information revealed about any single user’s dataset via model updates,
in any pruned FL scheme. This is the irst theoretical characterization of privacy leakage in pruned FL models.
We also conduct a comprehensive empirical evaluation that quantiies the actual amount of privacy leakage of
six diferent pruning schemes, considering several state-of-the-art privacy attacks. Within the family of gradient
inversion attacks (including Deep Leakage from Gradients [45] and Gradient Inversion (GI) [11]), we also design
a novel privacy attack (referred to as Sparse Gradient Inversion, or SGI), speciically tailored to exploit vulnerabil-
ities inherent in FL model pruning. This evaluation combined with our theoretical analysis provides valuable
insights into the choices and parameters that afect the privacy provided by pruning.

Building upon these insights, we make our second contribution: we design PriPruneś a privacy-preserving

pruningmechanism. PriPrune defends against gradient inversion attacks in pruned FL, by performing additional
local (defense) pruning, after any (base) FL pruning scheme. PriPrune applies a personalized defense mask and
adapts the defense pruning rate, so as to jointly optimize model accuracy and privacy, using back-propagation
augmented with Gumbel Softmax Sampling. Another key idea in the design of PriPrune is what we refer to as
Pseudo-Pruning: it entails pruning with the defense mask within the local model and transmitting the pruned
model to the server, thereby enhancing privacy. However, the weights pruned out by the defense mask in the
local model are not discarded; instead, they are retained locally for subsequent rounds of local training, thereby
preserving model accuracy. We evaluate PriPrune via comprehensive experiments across various FL pruning
schemes, a state-of-the-art attack and several benchmark datasets. We show that it achieves a signiicantly better
privacy-accuracy tradeof than privacy-unaware pruned FL baselines. For example, on the FEMNIST dataset,
PriPrune improves the privacy PruneFL [17] by 45.5% without imposing any accuracy loss.

2 Related Work

Model Pruning in FL. State-of-the-art research for model pruning in FL utilizes two main approaches: one
involves the pruning mask being decided on the server side and the client only using this mask without changing
it, and the other involves the collaborative selection of the pruning mask by both the user and the server
side. PruneFL [17] follows the irst approach., aiming to reduce the size and complexity of FL models without
compromising accuracy. It achieves this by removing less important weights and connections in each layer of the
neural network based on their magnitude and importance scores. However, the pruning mask is only decided by
the server without considering user-side local representations. LotteryFL [22] belongs to the second approach,
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⊙ ഥ��

Defense

Pruning
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Pruning
Step 2. 

Local 

training 

and 

pruning 

Global model ��
Fig. 1. FL with model pruning, under a privacy atack by an honest-but-curious server. Step 1: the server broadcasts the global

model with weight�� to users. Step 2: Ater local training, user � employs base pruning with pruning mask �̄�
� , resulting in a

pruned model with weights �̄�
� . The user then applies a defense pruning technique, yielding a pruned model with weights

�̂�
� . Step 3, the server aggregates the model updates and launches a gradient inversion atack upon receiving �̂�

� . Step 4: the

server applies global pruning with pruning mask �̄� , and updates the global model accordingly. Notice Base pruning can be

any FL pruning scheme. Defense pruning is introduced, in this paper, specifically to protect against privacy atacks.

introducing a method that allows users to maintain local representations by selecting a subset of the global
network using personalized masks. However, the system of sparse models it produces performs well only on local
datasets. FedDST [3] involves dynamic sparse training on both the client and server sides, extracting and training
sparse sub-networks. Other recent state-of-the-art studies have introduced various gradient-based one-shot
pruning algorithms at initialization. Snip [21] leverages connection sensitivity to retain critical connections and
remove less signiicant ones, aiming to limit the loss due to pruning. On the other hand, GraSP [38] focuses on
preserving the gradient low through the network by scoring weights based on the Hessian-gradient product.
SynFlow [34], being a data-agnostic pruning algorithm, emphasizes preserving the total low of synaptic strengths
through the neural network to achieve Maximal Critical Compression during initialization. More importantly,
none of them considered privacy implications in their design, as PriPrune does.

Reconstruction Attacks in FL. In terms of privacy leakage, communicating gradients throughout the training
process in federated learning can reveal sensitive information about the participants. Deep leakage from gradients

(DLG) [45] demonstrated that sharing the gradients can leak private training data, including images and text.
Improved DLG (iDLG) [44], presented an analytical procedure to extract the ground-truth labels from the shared
gradients and showed the advantages of iDLG over DLG. Inverting Gradients [11] introduced cosine similarity as
a cost function in their reconstruction attacks and employed total variation loss LTV as an image prior. Inverting
Gradients [11] and GradInversion [41] demonstrated the capability to reconstruct high-resolution images with
increased batch sizes. The reconstruction quality of the attack was improved in Reconstruction From Obfuscated
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Gradient (ROG) [42]. ROG [42] proposed conducting the reconstruction optimization in low dimensional space
and trained a neural network as a postprocessing module.

While these privacy attacks have demonstrated the privacy vulnerabilities of standard federated learning, none
of them has considered pruned federated learning. Therefore, we do not currently know how efective existing
attacks are against the sparser models from pruned FL.

Privacy-Preserving Techniques in FL. FL is particularly vulnerable to the aforementioned inverting-the-gradient
type of reconstruction attacks, since it relies on gradient updates to operate. There exists a large body of literature
on privacy-enhancing methods that protect against this type of attacks in FL. The adversary is typically an
łhonest-but-curiousž server, i.e., a server that participates correctly in the FL protocol, but tries to infer training
data of individual clients based on their gradient updates. One family of defense approaches is based on diferential
privacy (DP) [7, 8, 12, 36, 40, 43], which can be applied locally (at the clients), centrally (at the server), or in a
distributed way. In the local DP model for FL, each client adds noise to the local update before sharing with
the server, which makes it diicult for the server to invert the true gradient and infer the client’s training data.
However, local DP is known to signiicantly degrade utility, in this case model accuracy. Another defense approach
applied to FL is Secure Aggregation (SecAgg) [4, 32, 33, 37, 39]. SecAgg ensures that individual updates are
encrypted (thus preventing the server from inverting the gradients of individual users), while their aggregate can
still be decrypted (thus enabling the server to train a good model). SecAgg is powerful but has computational
overhead, although signiicant advances have been done recently.

Both DP and SecAgg are important but orthogonal to the underlying FL and can be combined with a number
of FL protocols, including all the pruning protocols we consider as base in this study. Our proposed PriPrune can
also be combined with DP and/or SecAgg. For instance, after applying PriPrune to base pruning, clients can add
local DP noise to the pruned updates before sending them to the server, and/or encrypt them to enable SecAgg
following standard protocols. We focus on pruning itself and the privacy-utility tradeof that can be achieved,
before adding orthogonal defense techniques. Future work could explore adding DP and/or SecAgg, which are
out of the scope of this paper.
Recent works like FedMap [15] and Fed-LTP [30] discuss privacy speciically in the context of pruned FL.

FedMap, which appeared after this submission, enhances privacy by training models from scratch and by avoiding
the sharing of detailed pruning masks. However, it does not quantify the privacy leakage that may still occur
from the pruned models. FedMap can be considered as a base pruning technique, and PriPrune can still be applied
to protect it. Fed-LTP, on the other hand, combines Lottery Ticket Pruning with Zero-concentrated Diferential
Privacy (zCDP) to enhance privacy. Integrating zCDP, or any type of DP, with our proposed PriPrune is orthogonal
to our core contribution, as discussed above, and can be explored as part of future research.

3 Problem Setup

Federated Learning (FL) with Pruning. We consider a general FL system with multiple users and one server,
employing any model pruning scheme on the users and/or the server. We refer to pruning at this stage as base
pruning with base pruning rate �̄ , and it can be any state-of-the-art pruning FL scheme [3, 17]. This is depicted
in Fig. 1 and formalized in Algorithm 1.

The goal is to train a global model � (D,�) through FL. At the beginning of round � , user � with the local data
D� and labels �� has local model weights��

� ; the server broadcasts the most recent global model � (D,�� ) to all
participating users. Then the round proceeds as follows:
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Algorithm 1 FL with Pruning under Privacy Attack

1: Given:� number of global training rounds; � number of users indexed by �; � number of local epochs; the server aims to

reconstruct the local data of the target user.

Server executes:

2: Initialize�0

3: for � ← 1 to � do

4: for each user � ∈ � in parallel do

5: �̂
�
� ← UserUpdate(��−1,��−1, �)

6: if user � is targeted then

7: ∇�̂�
� ← �̂

�
� − �̂

�−1
�

8: Privacy Attack on (� (D� ; �̂
�
� ), �̂

�
� , ∇�̂

�
� )

9: end if

10: end for

11: �
� ←

(∑�
�=1
∥D� ∥
∥D∥

�̂
�
�

)
⊙ �̄

� ;

12: end for

function UserUpdate(��−1,��−1, �):

13: for local epoch � ← 1 to � do

14: Local Training and Base Pruning: �̄�
� ← Eq. (1)

15: Defense Pruning: �̂�
� ← �̄

�
� ⊙ �̂

�
�

16: end for

17: Return �̂
�
� to server

Local Training and Base Pruning: Each user � utilizes base pruning strategy P� (·) with base pruning masks �̄�
� on

its trained local model � (D� ,�
�
� ) :

�̄
�
� :=

(
�
� − �

�ℓ�
(
� (D� ,�

� ⊙ �̄
� ), ��

)
���

)
⊙ �̄

�
� (1)

Where �̄�
� = P� (�

�
� ), � is the learning rate and ⊙ is the Hadamard product. The base pruning mask �̄

�
� exhibits

variability across diferent base pruning schemes, relecting the diverse pruning strategy P� (·) employed.
Server: The server receives model updates �̂�

� from all participating users and aggregates to update the global
model, as it is typical in FL. We do not consider secure aggregation [33], diferential privacy [27], or other defenses
known in the literature.1

Threat Model. We consider an honest-but-curious server, which correctly follows the FL protocol but uses
model updates to infer private information, by launching privacy attacks against target user(s), as shown in
Algorithm 1. In our case, the server has full visibility of all masked local models and, upon receiving an update
from a target user, it attempts to reconstruct the user’s training data. We consider reconstruction attacks that
invert gradients, including Deep-Leakage-from-Gradients (DLG) [45], Gradient Inversion (GI) [11], and a custom
attack SGI described in Section 4.2. We focus on single-round attacks, i.e., attacks that invert gradients observed
at a single round2.

1We consider those defenses as out-of-the-scope for this paper, since they are orthogonal to pruning. They can be implemented on top/combined

with our pruning-based defense methods.
2To the best of our knowledge, there are currently no known practical multi-round inverting-the-gradient types of attacks that combine

information from multiple rounds. There is theoretical analysis of upper bounds of multi-round information leakage, including [9, 32] and

we derive our own multi-round leakage in Section 4.1.2. Designing a practical multi-round attack is orthogonal to our contribution, which

focuses on quantifying the leakage and designing an add-on defense, for existing attacks.
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Defense via Pruning: In this paper, we propose to defend against privacy attacks, via pruning itself. One
could speciically design an entire pruning scheme not only for accuracy and eiciency but also for privacy, and
the defense would then be optimized jointly with the particular base pruning scheme e.g., PruneFL [17] and
FedDST [3].

In this paper, we take a modular and universal approach: we consider any given state-of-the-art base pruning
scheme (with rate �̄� and mask �̄

�
� ) without any modiication. Then, we introduce additional local defense

pruning, with mask �̂
�
� and pruning rate �̂� , speciically designed for protecting each user � from privacy attacks.

User � eventually sends back to the server weights after applying both base (�̄�
� ) and defense (�̂�

� ) pruning:
�̂
�
� = �̄

�
� ⊙ �̂

�
� ⊙�

�
� . This is depicted in Fig. 1 and Algorithm 1 (see Line 15 and 16), and elaborated upon on Fig. 7.

Given a base pruning (�̄�
� ), there are many possible defense pruning strategies (�̂�

� ). In Section 5.2, we propose
PriPrune for �̂�

� , to optimize the accuracy-vs-privacy tradeof.

4 uantifying Privacy in FL Model Pruning

In this section, to address question Q1, we provide a theoretical and empirical quantiication of privacy leakage
in FL model pruning. We aim to assess the server’s ability to infer information about an individual user’s local
dataset D� . We employ Mutual Information (MI) as the metric for quantifying privacy leakage:

I (� ;� ) =

∫
X×Y

���
�P�,� (�,�)

�P� (�) ⊗ P� (�)
�P�,� (�,�)

= H(� ) + H(� ) − H(�,� ) (2)

Where (� ;� ) is a pair of random variables with values over the spaceX×Y. Their joint distribution isP�,� (�,�)

and the marginal distributions are P� (�) and P� (�).
This concept, rooted in information theory and Shannon entropy, captures the interdependence between two

random variables. It is very powerful for privacy analysis, given its applicability across various domains and
tasks [1, 2]. This applicability extends across various datasets, pruning schemes, and attack scenarios, as recently
demonstrated in the quantiication of privacy within the context of FL aggregation [9].

4.1 Theoretical uantification

We seek to quantify how much information the server can infer about the private data D� of user � over � global
training rounds, based on the pruned updates

{
�
�
� ⊙ �̄

�
�

}
� ∈[� ]

submitted by user � , via:

I� = I

(
D� ;

{
�
�
� ⊙ �̄

�
�

}
� ∈[� ]

)
(3)

where I represents mutual information between D� and
{
�
�
� ⊙ �̄

�
�

}
� ∈[� ]

,��
� ∈ R

� is the local model weights of

user � at round � .
This quantiication is based on two mild assumptions:

Assumption 1. The random vector �̂�
(
�
�
� , �

)
has non-singular covariance matrix Σ� and mean 0.

Here, �̂�
(
�
�
� , �

)
∈ R�∗ is the largest sub-vector of the ��

(
�
�
� , �

)
, where �∗ is the rank of ��

(
�
�
� , �

)
, �∗ ≤ � , � is the

model size, � denotes the size of the random samples. �� (�
�
� , �) denotes the stochastic estimate of the gradient of

the local loss function for user � , computed based on a random sample �, and B
�
� is a data batch of size � sampled

uniformly at random from it local dataset D� .

Assumption 2. �̄� the pruning rate of user � remains unchanged throughout the training process.

ACM Trans. Model. Perform. Eval. Comput. Syst.



PriPrune: uantifying and Preserving Privacy in Pruned Federated Learning • 7

Building upon Equation 2, Equation 3 can be written as:

I� ≤

�︁

�=1

(
I

(
x�� ;�

�
� ⊙ �̄

�
�

���{��
� ⊙ �̄

�
�

}
�∈[�−1]

))
(4)

Where x�� =
�ℓ� (�̄

�−1
� ;D� )

��
=

1
�

∑
�∈B��

��
(
�
�
� , �

)
.

To that end, we irst characterize the privacy leakage for a single round � :

I

(
x�� ;�

�
� ⊙ �̄

�
�

���{��
� ⊙ �̄

�
�

}
�∈[�−1]

)
(5)

Under these two mild assumptions, we obtain our main theoretical result; the proof is deferred to Appendix
A.1.

4.1.1 Upper Bound for Privacy Leakage in a Single Round. We now provide an upper bound for Equation 5, i.e.,
for the privacy leakage in a single round.

Theorem 4.1 (Single Round Leakage). Under Assumption 1 and 2, we have an upper bound of I�� for a single

round:

I
�
� ≤ 1 −

�̄� − 1

2 ln 2
+ 2 log

1

�
+ 2Δ + �∗ log (2��) (6)

where Δ = log
���det(Σ− 1

2

�

)���.
Proof. Based on Equation 2, we have

I

(
x�� ;�

�
� ⊙ �̄

�
�

���{��
� ⊙ �̄

�
�

}
�∈[�−1]

)
≤ H

(
�
�
� ⊙ �̄

�
�

���{��
� ⊙ �̄

�
�

}
�∈[�−1]

)
︸                                   ︷︷                                   ︸

A

+ H
(
x��

���{��
� ⊙ �̄

�
�

}
�∈[�−1]

)
︸                           ︷︷                           ︸

B

(7)

For part A, based on the chain rule of entropy, we have

A = H

(
�
�
� ⊙ �̄

�
�

���{��
� ⊙ �̄

�
�

}
�∈[�−1]

)
+ H

(
�
�
� , �̄

�
�

���{��
� ⊙ �̄

�
�

}
�∈[� ]

)
≥ 0 (8)

Due to H

(
�
�
� ⊙ �̄

�
�

�����
� , �̄

�
� ,
{
�
�
� ⊙ �̄

�
�

}
�∈[�−1]

)
= 0, and H

(
�
�
� , �̄

�
�

���{��
� ⊙ �̄

�
�

}
�∈[� ]

)
≥ 0, we have

H

(
�
�
� ⊙ �̄

�
�

���{��
� ⊙ �̄

�
�

}
�∈[�−1]

)
≤ H

(
x��

���{��
� ⊙ �̄

�
�

}
�∈[�−1]

)
︸                           ︷︷                           ︸

B

+ 1 −
�̄� − 1

2 ln 2
(9)

The proof is shown in the Appendix A.1.

B = H
©­«
1

�

︁
�∈B��

��
(
�
�
� , �

) ������
{
�
�
� ⊙ �̄

�
�

}
�∈[�−1]

ª®¬
(10)

Let � =
∑

�∈B��
��

(
�
�
� , �

)
, � =

{
�
�
� ⊙ �̄

�
�

}
�∈[�−1]

, � =
1
�
� . ��,� (�, �) and ��,� (�, �) are the corresponding joint

probability density functions.
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Then Equation 10 can be written as follows:

H (� |� ) = H
©­«
︁
�∈B��

��
(
�
�
� , �

) ������
{
�
�
� ⊙ �̄

�
�

}
�∈[�−1]

ª®¬︸                                          ︷︷                                          ︸
C

+ log
1

�
(11)

The proof is shown in the Appendix A.1.
In recent theoretical results for analyzing the behaviour of SGD, the SGD vector is approximated by a distri-

bution with independent components or by a multivariate Gaussian vector [46]. Based on the ZCA whitening

transformation and Assumption 1, we have �̂�
(
�
�
� , �

)
= Σ

− 1
2

� �, where � has zero mean and I�∗ convariance matrix.

For the part C, we set � =
∑

�∈B��
� and � = Σ

− 1
2

� �, then we have:

C = H
©­«
︁
�∈B��

�̂�
(
�
�
� , �

) ������
{
�
�
� ⊙ �̄

�
�

}
�∈[�−1]

ª®¬
= H

©­«
Σ
− 1

2

�

︁
�∈B��

�

������
{
�
�
� ⊙ �̄

�
�

}
�∈[�−1]

ª®¬
= −

∫
PU (�) logPU (�) d�

(�)
= −

∫
PV (�)���det(Σ− 1

2

�

)��� log
©­­«

PV (�)���det(Σ− 1
2

�

)���
ª®®¬
���det(Σ− 1

2

�

)��� d� = log
���det(Σ− 1

2

�

)��� + H ©­«
︁
�∈B��

�

������
{
�
�
� ⊙ �̄

�
�

}
�∈[�−1]

ª®¬︸                                ︷︷                                ︸
D

(12)

where (a) is based on the transformation of random vectors. Based on the Maximum Entropy Upper Bound [35],
which the continuous distribution X with prescribed varianceV(X) maximizing the entropy is the Gaussian
distribution of same variance. Since the entropy of amultivariate Gaussian distributionwithmean � and covariance
��, � is

h(N� (�, �)) =
1

2
log (2��)� |� |

where |� | denotes the determinant of � . Hence, the maximum entropy upper bound for part D is

D ≤
1

2
log (2��)�

∗

|I�∗ | =
�∗

2
log (2��) (13)

Therefore, by combining Equation 12 and Equation 13, the upper bound for part B is

B ≤ log
1

�
+ log

���det(Σ− 1
2

�

)��� + �∗
2
log (2��) (14)

By adding parts A and B, we establish the upper bound for privacy leakage for a single round as in Theorem
4.1.

4.1.2 Upper Bound for Privacy Leakage across Multiple Rounds. Using Equation 4, we can also obtain an upper
bound for Equation 3, i.e., how much information the aggregated model over � global training rounds could leak
about the private data:

Corollary 4.2 (Multiple Rounds Leakage). Continuing with Theorem 4.1, we can upper bound I� after �

global training rounds as follows:

I� ≤ �

(
1 −

�̄� − 1

2 ln 2
+ 2 log

1

�
+ 2Δ + �∗ log (2��)

)
(15)
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Algorithm 2 Sparse Gradient Inversion (SGI) Attack

1: Input: � (D� ; �̂
�
� ): model at round � from targeted user �; learning rate � for inverting gradient optimizer; � : max iterations

for attack; � : regularization term for cosine loss in inverting gradient attack; ���� :the recovery mask generated by server;

� :the model size

2: Output: reconstructed training data (D� , �� ) at round �

���� [ �] �∈� =

{
1 if �̂�

� [ �] ≠ 0

0 if �̂�
� [ �] = 0

3: ∇�̂�
� ←

(
�̂
�
� − �̂

�−1
�

)
⊙ ����

4: Initialize D′0 ← N (0,1), �′0 ← ������� (0,��� (�))

5: for � ← 0 to � − 1 do

6: ∇�′� ← �ℓ (� (D′� , �̂
�
� ), �

′
� )/��̂

�
�

7: L′� ← 1 −
∇�̂�

� ·∇�
′
�

∥∇�̂�
� ∥ ∥∇�

′
� ∥
+ �

8: D′�+1 ← D
′
� − �∇D′�L

′
� , �
′
�+1 ← �′� − �∇�′�L

′
�

9: end for

10: Return D′
�
, �′

�

This shows that increasing the number of global training rounds (� ) leads to a proportional rise in the upper
bound of information leakage from the user’s local training model.

Importance of the Upper Bounds: The derived upper bounds are important for several reasons.

• They provide a theoretical upper limit to the amount of information that can potentially be leaked from
model updates in pruned models. To the best of our knowledge, this has not been previously characterized
for pruned models.
• Because they are information-theoretical in nature, these bounds are universally applicable. They apply to
any learning task, any data distribution, any pruning scheme, and any privacy attack. The attacker is the
server that sees the pruned updates

{
�
�
� ⊙ �̄

�
�

}
� ∈[� ]

from client � , and infers information about the local

training Data D� of that client. Regardless of the exact reconstruction strategy, the inferred information is
at most the mutual information I� between the update and the local data, quantiied in Equation 3. The
derivation of the bounds assumes the existence of a pruning mask but does not depend on how this mask
was generated, e.g., whether through magnitude-based pruning, gradient-based pruning, or any other
pruning method.
• Theorem 1 expresses the bound in terms of important parameters (e.g., the pruning rate � , model size � ,
etc), which provides insights into the choices and parameters that afect the privacy provided by pruning
in practical algorithms. However, the bounds may or may not be tight compared to the actual information
leakage, depending on the real-world scenario. In fact, these bounds are necessarily conservative since they
are universal. This is why, in the next section, we complement the theoretical analysis with experimental
evaluations in speciic settings (i.e., considering speciic base pruning, attack and defense schemes, speciic
data sets, and learning tasks).

4.2 Empirical uantification

We perform an experimental evaluation to quantify the exact amount of privacy loss in concrete settings. This
allows us to compare the theoretical bounds to experimental results and show that they are qualitatively aligned.
It also allows us to obtain insights (in Section 5.1) that inform the design of defense pruning (in Section 5.2). More
evaluation results are provided in Section 6.

ACM Trans. Model. Perform. Eval. Comput. Syst.
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(a) Normalized Mutual Information (NMI).
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(b) Peak Signal-to-Noise Ratio (PSNR).

Fig. 2. Impact of varying pruning rate on privacy leakage using key metrics: Normalized Mutual Information (NMI) displayed

on (a) and Peak Signal-to-Noise Ratio (PSNR) shown on (b) under a Sparse Gradient Inversion atack (SGI) in FEMNIST for

five pruning methods under varying the base pruning rate.

4.2.1 Privacy Metrics. To quantify the extent of privacy leakage, we use the Normalized Mutual Information
(NMI) between the training data and the reconstructed data. For two vectors � , � ∈ R� , NMI is computed

as follows. The entropy of � is calculated by � (� ) = −
∑ |� |

�=1 � (�) log(� (�)), where � (�) = |�� |/� . The Mutual

Information between � and � is given by � (� ;� ) =
∑ |� |

�=1

∑ |� |
�=1
|��∩�� |

�
log

(
� |��∩�� |

|�� | |�� |

)
. NMI is then measured as

� (� ;� )
mean(� (� ),� (� ) ) .

For image data, prior research [9] has shown that NMI aligns well with the Peak Signal-to-Noise Ratio (PSNR).
This is also the case here: we see an agreement between NMI and PSNR with increasing pruning rates in Fig.
2 and Fig. A1, both showing a similar decreasing trend. In the rest of the paper, we use both NMI and PSNR
as metrics to quantify the success of a reconstruction attack. Intuitively, the higher the NMI, the higher the
privacy leakage, the more successful the reconstruction attack. The higher the PSNR, the closer the original and
reconstructed images and the more successful the attack. Hence, Fig. 2 and Fig. A1 compare the NMI and PSNR
metrics and show that that increasing pruning rate reduces the success of the privacy attack.

4.2.2 Reconstruction Atack Algorithms. We irst implement the classic Gradient Inversion (GI) attack [11] from
the DLG attack family. However, due to the unique sparsity patterns introduced by model pruning in FL, we
identify the potential for further optimizing this attack to speciically exploit the sparsity. Consequently, we
introduce an advanced attack tailored for the context of model pruning in FL, the Sparse Gradient Inversion (SGI)
attack. This attack is designed to recover the pruning mask within the pruned model. Moreover, its adaptability
allows seamless integration with existing privacy attacks in FL, thereby amplifying their efectiveness.

The SGI attack is provided in Algorithm 2. In each iteration � , the SGI algorithm proceeds as follows: (i) Based
on the user �’ local model weights ��

� , the server attempts to recover the pruning mask of user � (Line 2). The
recovered mask is then integrated into the calculation of gradient, allowing the server to obtain a gradient ∇�̂�

�

that closely approximates the true gradients of user �; (ii) The SGI attack randomly initializes a set of dummy data,
comprising dummy inputs D′0 and dummy labels �′0. (iii) After the dummy gradient � ′ is acquired, the server
then updates the dummy data in the direction that minimizes the cosine distance between the dummy gradient
and the gradient ∇�̂�

� .

ACM Trans. Model. Perform. Eval. Comput. Syst.
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Method Pruning Criteria
Pruning
Cycles

Pruning
at Server

Pruning
at Client

SNIP [21] gradient-based one shot ✓ ✗

SynFlow [34] gradient-based one shot ✓ ✗

Random Pruning magnitude-based iterative ✓ ✓

FedDST [3] magnitude-based iterative ✓ ✓

PruneFL [17] magnitude-based iterative ✓ ✓

Table 1. Comparison for Evaluated Methods

(a) SGI atack. (b) GI atack.

Fig. 3. Comparison between the SGI (Sparse Gradient Inversion) atack and the GI (Gradient Inversion) atack on the

FEMNIST dataset for five pruning methods under varying the base pruning rate. In addition to the NMI metric, we show the

corresponding recovered images, which show the degradation with an increasing pruning rate.

4.2.3 Base Pruning Schemes under Atack. We subject a set of well-established FL pruning methods to the privacy
attack to assess their vulnerabilities and efectiveness in protecting user privacy. The pruning methods under
evaluation include Random pruning, Snip [21], SynFlow [34], FedDST [3], and PruneFL [17], all of which are
discussed in Related Work (Section 2). We present an overview of the pruning criteria, cycles, and schedules
employed by the six evaluated methods. These speciics are elaborated in Table 1. By scrutinizing the table, we
discern notable trends: three of the methods execute pruning exclusively at the server side, while the remaining
methods engage in pruning activities at both the server and client sides. The latter approaches adopt an iterative
pruning strategy throughout the course of the FL process.

We compare the efectiveness of the Sparse Gradient Inversion (SGI) attack with the Gradient Inversion attack
under varying the base pruning rate. Our evaluation is based on the normalized mutual information (NMI) metric.
Speciically, we analyze the NMI achieved by each attack for diferent pruning methods. Figure 3 demonstrates
that the SGI attack consistently outperforms the Gradient Inversion attack by inferring a larger amount of
information (as captured by NMI) at each pruning rate level, across all tested pruning methods. This is because the
SGI attack exploits the sparsity inherent to model pruning, ultimately allowing better reconstruction attacks. In
the rest of the paper, we use the SGI attack as a baseline, with a learning rate of 0.01 and 10,000 attack iterations.

ACM Trans. Model. Perform. Eval. Comput. Syst.
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(a) Varying base pruning rate �̄ . (b) Varying base pruning rate �̄ .

(c) Varying the batch size �. (d) Varying the batch size �.

Fig. 4. Impact of varying base pruning rate �̄ and batch size � on privacy leakage. We consider the Normalized Mutual

Information (NMI) as privacy metric. We launch a Sparse Gradient Inversion (SGI) atack against 5 base pruning methods

(Random, SNIP, SynFlow, FedDST, and PruneFL), over two datasets (FEMNIST in the First Column and CIFAR-10 in the

Second Column).

4.2.4 Atack Performance. We launch the SGI attack on the aforementioned FL pruning schemes, on the FEMNIST
and CIFAR10 datasets, to assess how FL parameters inluence privacy leakage. The experimental results in Fig. 4
and Fig. 5 demonstrate that the impact of the parameters �̄ , �, � , and � qualitatively align with our theoretical
indings.
Impact of Pruning Rate (�̄). Fig. 4a and Fig. 4b illustrate that a higher pruning rate generally leads to a decrease
in NMI. This is intuitively expected as pruning removes information and makes it more diicult to attack the
original model. The efect is clearer for large pruning rates (e.g., above 0.5). Image reconstruction is clearer in
FEMNIST than CIFAR, consistently with prior work.
Impact of Batch Size (�). Fig. 4c and Fig. 4d show increasing the batch size � contributes to reducing information
leakage from the local training model. Larger batch sizes enable more data to be added during model training,
which can help obscure single data and increase privacy protection.
Impact of Model Size (�). We consider 3 architecture of the models for FEMNIST dataset: Conv-1, Conv-2,
Conv-4, featuring 1, 2, 4 convolutional layers, along with 2 linear layers. These models encompass 626720, 6601504
and 13077392 parameters, respectively. We consider 3 diferent model architectures for CIFAR 10 dataset: VGG-4,
VGG-6, and VGG-11. These models consist of 1 convolutional layer and 2 linear layers, 4 convolutional layers

ACM Trans. Model. Perform. Eval. Comput. Syst.
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(c) Varying training round � .
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(d) Varying training round � .

Fig. 5. Impact of varying model size � and training rounds� on privacy leakage using Normalized Mutual Information (NMI)

under a Sparse Gradient Inversion (SGI) atack for 5 base pruning methods (Random, SNIP, SynFlow, FedDST, and PruneFL),

over two datasets (FEMNIST in the First Column and CIFAR-10 in the Second Column).

and 2 linear layers, and 8 convolutional layers with 3 linear layers, respectively. These models encompass 268464,
624048 and 9747136 parameters, respectively. Figure 5a and Figure 5b depicts the relationship between the model
size (�) and the corresponding information leakage. The x-axis in the igure represents the number of layers
in each model. Fig. 5a and Fig. 5b show the upper bounds on information leakage increase as �∗ increases.
Interestingly, the impact of model size � on information leakage is not linear. In the case of over-parameterised
models, some parameters may not contribute to the model’s performance or information retention. Therefore,
increasing the size of such models may not proportionally afect information leakage.
Impact of Global Training Rounds (� ). Fig. 5c and Fig. 5d show that increasing the global training rounds (� )
leads to a proportional rise in the upper bound of information leakage. As the training progresses over multiple
rounds, the user’s model updates are repeatedly exposed to the central server. This repeated exposure increases
the risk of potential memorization of private training information by the server.

ACM Trans. Model. Perform. Eval. Comput. Syst.



14 • T. Chu et al.

Improved

Privacy-Utility 

Tradeoff

Pruning

Pseudo-Pruning

Fig. 6. Tradeof of privacy vs. accuracy with three defense strategies: Largest (red), Random (green), andMix (yellow), and

their enhanced versions incorporating Pseudo-Pruning (Pseudo). Pseudo could improve the overall tradeof by elevating model

accuracy and Largest ofers the highest level of privacy protection among all defense methods.

5 Design of Defense Pruning

5.1 Insights from Privacy uantification

As shown above, pruning designed only with model accuracy and model size in mind, does not suiciently protect
against privacy attacks. Next, we describe three insights gained in the process of privacy quantiication that
inform our design of privacy-aware FL model pruning (PriPrune described in Section 5.2).
Insight 1: Largest Weights Matter. Pruning weights with large gradients improves privacy the most, but also
hurts model accuracy the most. The intuition is that (base) pruning criteria, as used e.g., in PruneFL and FedDST,
avoid pruning model weights with the largest gradients, in order to preserve the most valuable information
for the model. These gradients can then be exploited by gradient inversion attacks. Fig. 4a and Fig. 4b conirm
empirically that, as more weights with large gradients are pruned, the attack is less successful.
This implies that the defense should strategically prune certain weights with large gradients, in addition to

those pruned by the base pruning scheme. We explored three defense strategies for weights to prune: (1) weights
with the top-� largest gradients (denoted as Largest), (2) random weight pruning (denoted as Random), and
(3) a hybrid approach combining the Largest and Random (denoted as Mix). We compared the three strategies
for the same defense pruning rate �̂� (set 0.3) on top of the base method (PruneFL) and details are provided
in Appendix C.1. The results in Fig. 6, within the Pruning oval, show the tradeof achieved between privacy
and accuracy: the žLargestž method achieves the best privacy and the worst model accuracy. This is because
pruning weights with large gradients, removes valuable information, thus improving privacy but also signiicantly
reducing model accuracy. Therefore, to improve this tradeof and preserve privacy without harming accuracy, we
need to introduce an additional mechanism.
Insight 2: Pseudo-Pruning. Users can prune weights with large magnitude gradients when they communicate
with the server (which helps privacy) and still keep these weights for their local training (which maintains
accuracy).

We refer to this idea as Pseudo-Pruning. and illustrate it in Fig. 7. Before sending the weights �̄�
� to the server

user � conducts Pseudo-Pruning with defense mask �̂
�
� . The weights pruned out by defense pruning with large

gradients �̃�
� (= �̄

�
� ⊙ �̃

�
� ) are withheld locally, thus preserving accuracy. Meanwhile, the weights remaining after

the defense pruning without large gradients, �̂�
� (= �̄

�
� ⊙ �̂

�
� ), are transmitted to the server, thus preserving privacy.
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Local Training

Base Pruningഥ������ ⊙ ഥ���

Pseudo Pruning

ෝ��� ഥ���⊙ ෝ���
⊙

ഥ���⊙ ෥���
Load ෥���−�

Global model ��

Locally save as ෥���

Send ෝ���
Defense Pruning

Fig. 7. Illustration of local pruning at user � with Pseudo-Pruning defense: First user applies base pruning with base mask

�̄� to derive a pruned model�̄�
� . Then, defense pruning is conducted with mask �̂� . Defense pruning is implemented as

Pseudo-Pruning, where the remaining weights �̂�
� (= �̄

�
� ⊙ �̂

�
� ) are sent to the server; while the pruned weights �̃�

� (= �̄
�
� ⊙ �̃

�
�

) are locally saved for future local training. Notably, these weights pruned by defense are not actually pruned, hence the term

"Pseudo-Pruning."

Here, �̃ is the bit-wise complement matrix of �̂. In the next round, after user � receives the global model��+1,
the locally saved weights �̃�

� are loaded into the global model, serving as the local initial model.
We combine Pseudo-Pruning with each of the three strategies (Largest, Random, and Mix) in Insight 1, and

we show the evaluation results within the Pseudo-Pruning dashed oval in Fig. 6. Fig. 6 shows that the model
accuracy is notably better with Pseudo-Pruning than real pruning, with the same mask. Furthermore, combining
the two insights into Largest (Pseudo) ofers the most efective privacy guarantee among all defenses discussed
above. Hence, we adopt Largest (Pseudo) as our defense strategy. Additional evaluation details are available in
Appendix C. Still, a remaining shortcoming of the defense considered so far, is that their pruning rate is manually
selected and remains ixed.
Insight 3: Adapt.

The defense pruning rate (�̂� ) should adapt to the model weights, to jointly optimize privacy and model accuracy.
A ixed defense rate is unable to capture the evolving dynamics of the training process. The defense strategy
should adapt to the changing dynamics of the training process by employing an adaptive defense pruning rate,
enabling a more efective optimization of the tradeof between privacy and accuracy.

5.2 The PriPrune Mechanism

Combining all aforementioned insights, we introduce the defense strategy, PriPrune, which dynamically adapts
the Pseudo-Pruning defense mask �̂ to jointly optimize accuracy and privacy throughout the FL training process.
Loss Function. The objective of user � is to minimize a loss function that combines privacy and accuracy:

L����� = ����L��� + ����L��� + ��ℎ�

︁
�∈�,�∈��

�
�
� (�,� )

(16)

Here, L��� represents the local model training loss, L��� represents the local privacy loss, and
∑

�∈�,�∈��

�
�
� (�,� )

serves

as the privacy regularization term, where � �
� (�,� )

represents the probability of user � not sharing the �-th parameter
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in �-th layer with the server at round � . � represents the total number of layers in the model, and �� refers to the
number of parameters in the �-th layer. Additionally, ���� , ���� , and ��ℎ� act as weights for accuracy loss, privacy
loss, and the privacy regularization term, respectively.

Next, we explain the terms of the loss function of the user in Equation 16 and their rationale. First, the accuracy

loss is given by:L��� = L
(
D� ; �̂

�
� |�

�
�,����

)
. The initial local weight is computed as:��

�,���� = �
� ⊙�̂�−1

� +�̄
�−1
� ⊙�̃�−1

� ,

where �̃ denotes the bit-wise complement matrix of �̂. It is the composition of locally saved weights with global
weights through the utilization of the defense mask �̂.

Then, the privacy loss L��� is given by:

L��� =

︁
�∈�,�∈��

−
��∑

�∈�

��

|��, � |∑
�∈��

|��, � |
log� �

� (�,� )
(17)

�� indicates the number of weights in �-th layer, |��, � | represents the magnitude of the gradient for the �-th
parameter in �-th layer. The privacy loss is designed to discourage sharing weights with large gradients inspired by
Insight 1, aiming to mitigate information leakage. Therefore, we assign higher weights to parameters with larger
gradients in the loss function. Through this process, during the optimization of the privacy loss, the algorithm
updates a higher � �

� associated with the larger weight term. This higher � �
� signiies a higher probability of

not sharing the parameters with larger gradients with the server, thus promoting the sharing of less valuable
information with the server. Moreover, we also distribute constraints to �-th layer based on its parameter count
�� , in proportion to the total model weights, which ensures uniform layer-wise sparsity.
The term

∑
�∈�,�∈��

�
�
� (�,� )

introduces a privacy penalty based on the magnitude of � �
� . The optimization process

aims to minimize the sum of � �
� , resulting in a decrease in the overall probability of not sharing parameters.

This, in turn, leads to an increase in the total probability of sharing parameters. Thus, while the privacy loss
discourages the sharing of parameters with larger gradients with the server, this term encourages the sharing of
parameters with smaller gradients, thus preserving accuracy while maintaining privacy.
Optimization. In PriPrune, we optimize the defense mask �̂ and model weights �̄� jointly through gradient
descent based on our designed loss function. To overcome the discrete and non-diferentiable nature of the defense
mask �̂, we employ Gumbel-Softmax sampling [16, 25] to substitute the original non-diferentiable sample with
a diferentiable sample. Speciically, �̂ is parameterized by a distribution vector ��, � = [�

�
� (�,� )

, 1 − �
�
� (�,� )
]. ��, �

represents the soft Pseudo-Pruning decision for the �-th parameter in layer � . The reparameterization trick is used
for diferentiable training:

��, � (�) =
exp

(
(log��, � (�) +��, � (�))/�

)
∑

�∈{0,1}
exp

(
(log��, � (�) +��, � (�))/�

) (18)

where��, � = − log
(
− log��, �

)
is Gumbel distribution with��, � sampled from a uniform i.i.d. distribution Unif(0, 1),

� is the temperature of the softmax and� ∈ {0, 1}. We apply the hard sample trick introduced by PyTorch document
[29] to acquire the defense mask �̂ and the main trick is to do �ℎ��� − ������������� (��� � � ) + ��� � � .
PriPrune. The PriPrune algorithm is descibed in Algorithm 3, which updates the UserUpdate function of Algo-
rithm 1. As depicted in Algorithm 3, in each FL round, after user � receives the latest global model��

� from the
server, they sample their defense mask �̂� using Equation 18. The defense mask �̂� is then employed to combine
the global model �� and the user’s locally saved �̃�−1

� to generate the local initial model ��
�,���� . Following this

composition step, the user initiates local training based on Equation 16, leading to updates in �̄
�
� , �̃

�
� , and �

�
� .

ACM Trans. Model. Perform. Eval. Comput. Syst.



PriPrune: uantifying and Preserving Privacy in Pruned Federated Learning • 17

Algorithm 3 PriPrune

1: function UserUpdate (�� ,�� , �):

2: Load �̃�
� from local storage of user �

3: Initialize � �
� = �

�−1
�

4: for local epoch e ∈ � do

5: Sample defense mask �̂�
� by Equation 18 with �

�
�

6: Combine local and global model by:

�
�
� [ �] �∈� =

{
�̃
�
� [ �] if �̂�

� [ �] = 0

�
�
� [ �] if �̂�

� [ �] = 1

7: Base Pruning: �̄�
� ← �

�
� ⊙ �̄

�
�

8: L����� ← ��������16.
9: Model parameter update:

�̄
�
� ← �̄

�
� − �∇L����� (�̄

�
� ,�

�
� )

10: Defense mask parameter update:

�
�
� ← �

�
� − �∇L����� (�̄

�
� ,�

�
� )

11: end for

12: �̂�
� ← ������ (� �

� , 1 − �
�
� )

13: Defense Pruning: �̂�
� ← �̄

�
� ⊙ �̂

�
� , �̃

�
� ← �̄

�
� ⊙ �̃

�
�

14: Return �̂
�
� to server, locally save �̃�

�

Then user � conducts defense pruning, retaining the non-shared weights �̃�
� locally, and transmits the shared

weights �̂�
� to the server.

6 Experimental Evaluation

6.1 Experimental Setup

Datasets andModels.We evaluate models Conv-2 [5] and VGG-11 [31] ) along with their corresponding datasets
FEMNIST [5] and CIFAR-10 [19]), which are commonly employed in FL studies.
Implementation details. In each round of training, we randomly select 10 clients from a pool of 193 users for
the FEMNIST and 100 clients for the CIFAR-10. The training process involves 20,000 iterations, with a batch size
of 20 for the FEMNIST and CIFAR-10. We employ 1 local training and initialize the learning rate at 0.25 with
the base pruning rate set to 0.3. The details regarding the data split, resource and conigurations are provided in
Appendix B.1.
Performance Metrics. To assess the efectiveness of the evaluated pruning methods, we employ the privacy
metrics and utility metrics. For privacy assessment, we use the Normalized Mutual Information (NMI) between
the training data and the reconstructed data as the privacy metric. Higher values of NMI indicate a higher risk of
privacy leakage. Additionally, the Peak Signal-to-Noise Ratio (PSNR) is employed as a well-established metric
for image quality evaluation. The comparison of NMI and PSNR can be found in Fig. 2. See Appendix B.2 for
additional evaluation results. The utility metric relies on model accuracy (ACC) to gauge model performance.
Ideally, we want improved privacy, without signiicantly compromising accuracy.
Hyper-parameter Selection.We conducted a search for our main parameter, the defense rate �̂� , from 0.1 to
0.6, as depicted in Fig. 8c. With regards to our hyperparameters in loss functions, we search ���� in the list of
[1, 5, 10], ���� in the list of [1, 10, 15] and ��ℎ� in the list of [2e-06, 2e-05, 2e-04]. Detailed results are deferred to
Appendix C.3.
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Fig. 8. Performance evaluation of PriPrune with adaptive defense rate and Largest (Pseudo) with 6 fixed defense rates, as

defense strategies, integrated with PruneFL (as the base pruning method), conducted over 20,000 training rounds across the

FEMNIST dataset. (a) Comparison of ACC over training rounds under these diferent defense strategies. (b) Comparison of

Privacy (NMI) over training rounds under these diferent defense strategies. (c) The Privacy-Utility tradeof, measured in

terms of NMI and ACC, respectively.(d) Change in the adaptive defense rate of PriPrune over training rounds.

6.2 Performance of PriPrune

Recall that in Section 5.1, Insight 1, we initially assessed three defense strategies atop the base pruning method,
namely: Random, Largest, Random and Mix. The results in Figure 6 indicate that while these defense strategies
enhance privacy, they also degrade utility. Consequently, in Insight 2, we introduce Pseudo-Pruning to optimize
this tradeof. We evaluate the aforementioned three defense strategies both with and without Pseudo-Pruning,
revealing that their integration with Pseudo-Pruning leads to improved accuracy and enhanced privacy. Notably,
the Largest + Pseudo-Pruning strategy achieves the optimal balance between privacy and utility, thus emerging
as our preferred defense mechanism. In Insight 3, we tackle the challenge of a ixed defense rate by proposing
PriPrune, which incorporates Largest + Pseudo-Pruning (Largest (Pseudo) ) with an adaptive defense rate. The
evaluation of the privacy improvement achieved by each individual insight, in Section 5.1, essentially provides an
ablation study. In this section, we conduct comprehensive experiments to meticulously evaluate the performance
of the entire PriPrune across various pruning mechanisms and datasets.
First, we present a performance comparison between the Largest (Pseudo) with 6 ixed defense rates and

PriPrune with the adaptive defense rate, both are integrated with PruneFL (as the base pruning method).
Comparable Utility. Fig. 8a illustrates how the utility metrics, ACC, change over FL rounds. It shows the
convergence curve of PriPrune, with its model accuracy closely aligned with that of PruneFL. This alignment
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(a) PriPrune in FEMNIST (b) PriPrune in CIFAR-10

Fig. 9. Comparison of tradeofs between privacy-vs-accuracy among four base pruning mechanisms, both with and without

the integration of PriPrune, across the FEMNIST and CIFAR-10 datasets.

indicates that PriPrune maintains utility comparable to PruneFL. However, for the Largest (Pseudo) defense,
increasing its ixed defense rate from 10% to 60% results in decreased utility, rendering it unable to match the
ACC achieved by PruneFL.
Enhanced Privacy. Figure 8b illustrates the change in the privacy metric NMI across FL rounds. It shows
that PriPrune consistently maintains a low NMI throughout all FL training rounds, signiicantly outperforming
PruneFL. Moreover, its NMI is comparable to that of Largest (Pseudo) with a ixed defense rate of 60%.
Optimal Tradeof. Figure 8c illustrates the comparison of the privacy and utility tradeofs among the mentioned
defenses. It shows that increasing the defense rate of Largest (Pseudo) enhances privacy protection but at the
expense of model accuracy. Conversely, PriPrune achieves the optimal tradeof between privacy and accuracy.
This is attributed to the adaptive nature of PriPrune’s defense rate �̂ , which adjusts to the model weights and is
optimized jointly for privacy and model accuracy. The dynamic change of the defense rate of PriPrune is depicted
in Fig. 8d.

Communication Eiciency and Training Speed. We conduct experiments to compare communication and
training in PruneFL with and without PriPrune; details are deferred to Appendix C.2. When PriPrune is applied,
the number of model parameters is reduced by 32.20% ± 0.91% for FEMNIST and by 15.51% ± 0.17% for CIFAR-10,
thus signiicantly reducing the communication cost between clients and the server. This beneit is achieved
because of Pseudo-Pruning, which retains pseudo-pruned weights locally, but transmits fewer model updates.
When PriPrune is applied, the training time is increased by 0.18s ± 0.01s for FEMNIST and by 0.50s ± 0.01s for
CIFAR-10, this is a negligible increase in the training speed (due to updating the defense pruning rate).
We have demonstrated that PriPrune stands out as the best defense solution among other strategies. Subse-

quently, we present the privacy performance of PriPrune when integrated with various state-of-the-art base
pruning schemes in FL, such as SNIP, SynFlow, FedDST, and PruneFL, across both the FEMNIST and CIFAR-10
datasets.
PriPrune with State-of-the-Art Pruned FL. Figure 9 shows the results of using PriPrune for defense after a
number of state-of-the-art base pruning schemes. Across all base pruning methods, this integration consistently
enhances privacy while preserving accuracy. This highlight PriPrune’s efectiveness and versatility in achieving
an optimal tradeof between privacy and accuracy in diverse scenarios. This outcome is primarily due to the
nature of PriPrune, which not only actually prunes but also selectively retains certain critical weights for local
training (through Pseudo-Pruning). This mechanism allows the model to maintain or even improve accuracy while
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reducing the information leakage that could be exploited in privacy attacks, as also shown in Fig.6. Speciically,
PriPrune focuses on Pseudo-Pruning weights with large gradients that are most likely to leak sensitive information
and keep them for local training. This selective pruning can lead to a model that is more robust against privacy
attacks without a signiicant loss in accuracy. Additionally, the adaptive pruning rate in PriPrune is optimized for
the tradeof between privacy and accuracy, allowing the model to balance these two objectives efectively.

FEMNIST CIFAR-10

Methods Base Base + PriPrune Base Base + PriPrune

PruneFL 0.22 ± 0.008 0.12 ± 0.007 0.29 ± 0.009 0.24 ± 0.009
FedDST 0.21 ± 0.025 0.13 ± 0.007 0.25 ± 0.008 0.18 ± 0.006
SynFlow 0.22 ± 0.009 0.15 ± 0.005 0.25 ± 0.012 0.21 ± 0.018
SNIP 0.23 ± 0.012 0.13 ± 0.014 0.24 ± 0.004 0.22 ± 0.008

Table 2. Comparison of privacy levels (NMI) between Base and Base + PriPrune for FL pruning methods. A lower NMI

indicates a reduced risk of privacy leakage.

While Fig. 9 compares the tradeofs between privacy-vs-accuracy, Table 2 further elaborates on the privacy
improvement achieved by using PriPrune as defense after any base scheme, reporting results over three ex-
periments. Compared to the base approach alone, adding PriPrune as defense consistently reduces NMI, thus
improving privacy. For instance, on the FEMNIST dataset, PriPrune improves the privacy of PruneFL by 45.5%
without compromising accuracy; on the CIFAR-10 dataset, PriPrune improves privacy of FedDST by 28% while
maintaining accuracy.

7 Conclusion

In this paper, we revisit federated learning with model pruning, from the point of view of privacy. First, we
quantify the information leakage and privacy gain ofered for model pruning in FL, both theoretically and
experimentally. Inspired by insights obtained from our extensive privacy quantiication, we design PriPruneś
an adaptive privacy-preserving local pruning mechanism in FL, that is jointly optimized for privacy and model
performance. Our proposed mechanism achieves the best tradeof between privacy and accuracy across diverse
pruning methods and datasets under privacy attacks. One direction for our future work is to combine our
pruning-based defense with classic, orthogonal defenses in FL such as diferential privacy and secure aggregation,
to enhance privacy further.
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Appendix

This appendix extends the main paper, providing supplemental materials, including additional details and results,
which could not be included in the main paper, due to lack of space.

A Proof of Theorem

This section provides the proof of Theorem 4.1 in Section 4.1.

A.1 Proof

Equation 2 is the deinition of mutual information, which is:

I (� ;� ) =

∫
X×Y
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Hence, Equation 3 can be written as:
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Where (a) and (b) are from the chain rule; (c) is from data processing inequality D� → �
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� denotes the size of the random samples.
Therefore, the privacy leakage for a single round � is Equation 5:
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We irst prove the upper bound for Equation 5.
Based on Equation 2, we have
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For part A, based on the chain rule of entropy, we have
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(a) is from conditioning reduces entropy; (b) is from zero conditional entropy and the Taylor series of the binary
entropy function in a neighbourhood of 0.5 with the base pruning rate �̄� .

For part B,
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In recent theoretical results for analyzing the behaviour of SGD, they approximate the SGD vector by a distribution
with independent components or by a multivariate Gaussian vector.
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Then for the part C, we set � =
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(a) is based on the transformation of random vectors. Based on the Maximum Entropy Upper Bound [35], which
the continuous distribution X with prescribed varianceV(X) maximizing the entropy is the Gaussian distribution
of same variance. Since the entropy of a multivariate Gaussian distribution with mean � and covariance ��, � is

h(N� (�, �)) =
1

2
log (2��)� |� |

where |� | denotes the determinant of � . Hence, the maximum entropy upper bound for part D is
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Therefore, by combining Equation 22 and Equation 23, the upper bound for part B is
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After summing part A and part B, we derive the upper bound for the privacy leakage for the single round,
which is Equation 5:
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Based on Equation 4, we have the upper bound for objective function Equation 3, standing how much informa-
tion the aggregated model over � global training rounds could leak about the private data,
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For PruneFL, the upper bound for the single-round leakage is
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Fig. A1. Impact of varying pruning rate in FEMNIST on privacy leakage using key metrics: Normalized Mutual Information

(NMI) displayed on the let y-axis and Peak Signal-to-Noise Ratio (PSNR) shown on the right y-axis under a Gradient

Inversion atack for PruneFL.

B Privacy Atacks

B.1 Extra Implementation Details

Our algorithms are implemented by Pytorch and we implement experiments on two NVIDIA RTX A5000 and
two Xeon Silver 4316. Across all the examined methods, we employ 1 local training and initialize the learning
rate to 0.25 and The baseline pruning rate is set at 0.3 for all datasets.

Data Partitioning. Our data partitioning methodology is aligned with the FEMNIST dataset setting, utilizing its
inherent 193-user partition. As for the CIFAR-10 dataset, we divided it into 100 equal-sized, non-overlapping
users, following the methodology used in PruneFL [17].

B.2 Evaluation on both NMI and PSNR Metrics

To quantify the extent of privacy leakage, we utilized the Normalized Mutual Information (NMI) metric, which
has been demonstrated in prior research to align well with the Peak Signal-to-Noise Ratio (PSNR) [9] as an
efective measure of privacy leakage.
We examine the relationship between NMI and PSNR. The observed trend, depicted in Fig. A1, illustrates a

consistent decrease in both NMI and PSNR metrics with higher pruning rates. This result is consistent with
previous research, conirming the reliability of NMI as a measure of privacy leakage, which is comparable to the
widely accepted PSNR metric.

B.3 Image Reconstructions under Privacy Atacks

Figure A2 shows the recovered images under the SGI (Sparse Gradient Inversion) attack in the FEMNIST dataset,
for diferent base pruning methods and base pruning rates.

C Defense Details

C.1 Results of Insights

Within the scope of the three defense methods in the Insights from Evaluation Section, speciic conigurations
have been established. These settings are detailed below. For all three defense methods, the total pruning rate (�̂)
is uniformly set at 0.3, mirroring the original PruneFL’s pruning rate.

For each defense method:
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28 • T. Chu et al.
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Fig. A2. Impact of varying pruning rate on image reconstruction in FEMNIST using diferent base pruning methods.

(a) ACC vs NMI (b) ACC vs Atack Loss

Fig. A3. Comparison of Privacy-Accuracy Trade-Of with Varying Defense Rate (0% to 50%) in Largest Method based on

PruneFL using NMI and Atack Loss Privacy Metrics

• PruneFL + Largest: The defense strategy involves pruning based on the weights with top-� largest gradients,
with the defense pruning rate set to �̂������� = 0.3.
• PruneFL + Random: The defense strategy involves random pruning, with the defense pruning rate (�̂) set
to �̂������ = 0.3.
• PruneFL + Mix: This is a hybrid approach that combines both the largest gradient-based pruning and
random pruning. The defense pruning rate is determined as the sum of �̂������� = 0.15 and �̂������ = 0.15.

Figure A3 shows Privacy-Accuracy Trade-Of with Varying Defense Rate (0% to 50%) in Largest Method based
on PruneFL using NMI and Attack Loss Privacy Metrics.
The outcomes are indicative of a notable trend: as more weights associated with larger gradients are pruned,

privacy is enhanced at the expense of accuracy. This substantiates our Insight 1: Largest Weights Matter. Pruning
weights with large gradients improves privacy the most but also hurts model accuracy the most.

C.2 Communication Eficiency and Training Speed

Figure A4 demonstrates the communication cost in terms of the number of model parameters across 1000
iterations of FL. In PriPrune, we employ Pseudo-Pruning, where the pseudo-pruned weights are retained locally
for subsequent training rounds. Thus, PriPrune directly reduces communication costs by transmitting fewer
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(a) Conv-2 in FEMNIST
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(b) VGG-11 in CIFAR-10

Fig. A4. Comparison of the communication costs of PruneFL with and without PriPrune during the training process with

(a) representing FL training using the Conv-2 model on the FEMNIST dataset and (b) the VGG-11 model on the CIFAR-10

dataset.
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(a) Training speed in FEMNIST

0 200 400 600 800 1000
Training Round

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Ti
m

e 
(s

ec
on

ds
)

PruneFL PruneFL + PriPrune

(b) Training speed in CIFAR-10

Fig. A5. Comparison of the training speed of PruneFL with and without PriPrune during the training process with (a)

representing FL training on the FEMNIST dataset and (b) on the CIFAR-10 dataset.

model parameters. Figure A4 shows a signiicant reduction in the number of model parameters communicated
between clients and the server with the application of PriPrune.
Figure A5 displays the training speed access through the total time of clients’ local training across 1000

iterations of FL. PriPrune involves additional steps of updating the defense pruning rate, which is computationally
lightweight. Figure A5 demonstrates that PriPrune introduces only a minor overhead and the additional steps
brought by PriPrune has a minimal impact on training speed.

C.3 Hyper-parameter Selection

Table A1 has searched ���� in the list of [1, 5, 10], ���� in the list of [1, 10, 15] and ��ℎ� in the list of [2e-06, 2e-05,
2e-04], which showing the comparisons of privacy levels during the hyper-parameter search. As shown in Table
A1, when we increase the ���� , the NMI value becomes lower, indicating better privacy protection. We explore
diferent combinations of hyper-parameters and inally utilize the best set of values that could achieve the best
privacy-accuracy tradeof.
For diferent pruning methods and diferent datasets, we are adopting diferent combinations of hyper-

parameters so as to achieve better privacy-utility tradeof, as detailed in Table A2.

ACM Trans. Model. Perform. Eval. Comput. Syst.



30 • T. Chu et al.

���� = 1 ���� = 10 ���� = 15

Parameter ��ℎ� = 2� − 04 ��ℎ� = 2� − 05 ��ℎ� = 2� − 06 ��ℎ� = 2� − 04 ��ℎ� = 2� − 05 ��ℎ� = 2� − 06 ��ℎ� = 2� − 04 ��ℎ� = 2� − 05 ��ℎ� = 2� − 06

���� = 1 0.166 0.171 0.156 0.138 0.153 0.154 0.138 0.159 0.151

���� = 5 0.154 0.158 0.136 0.125 0.121 0.123 0.135 0.123 0.130

���� = 10 0.148 0.142 0.140 0.132 0.126 0.118 0.135 0.132 0.140

Table A1. Comparison of privacy levels (NMI) during hyper-parameter selection: with regards to our hyperparameters in

loss functions, we search ���� in the list of [1, 5, 10], ���� in the list of [1, 10, 15] and ��ℎ� in the list of [2e-06, 2e-05, 2e-04].

Dataset Method ���� ��ℎ� ����

FEMNIST

PruneFL+PriPrune 15 2 × 10−5 5

Synlow+PriPrune 1 2 × 10−6 10

SNIP+PriPrune 1 2 × 10−6 10

FedDST+PriPrune 8 2 × 10−5 10

CIFAR-10

PruneFL+PriPrune 10 2 × 10−5 5

Synlow+PriPrune 1 2 × 10−6 5

SNIP+PriPrune 1 2 × 10−6 10

FedDST+PriPrune 10 2 × 10−5 10

Table A2. Parameter setings for ���� , ��ℎ� , and ���� in FEMNIST and CIFAR-10 datasets.
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ABSTRACT

Federated Learning (FL) permits different parties to collaboratively train a global model without
disclosing their respective local labels. A crucial step of FL, that of aggregating local models to
produce the global one, shares many similarities with public decision-making, and elections in
particular. In that context, a major weakness of FL, namely its vulnerability to poisoning attacks, can
be interpreted as a consequence of the one person one vote (henceforth 1p1v) principle that underpins
most contemporary aggregation rules.
In this paper, we introduce FEDQV, a novel aggregation algorithm built upon the quadratic voting
scheme, recently proposed as a better alternative to 1p1v-based elections. Our theoretical analysis
establishes that FEDQV is a truthful mechanism in which bidding according to one’s true valuation is
a dominant strategy that achieves a convergence rate matching that of state-of-the-art methods. Fur-
thermore, our empirical analysis using multiple real-world datasets validates the superior performance
of FEDQV against poisoning attacks. It also shows that combining FEDQV with unequal voting
“budgets” according to a reputation score increases its performance benefits even further. Finally, we
show that FEDQV can be easily combined with Byzantine-robust privacy-preserving mechanisms to
enhance its robustness against both poisoning and privacy attacks.

1 Introduction

Federated Learning (FL) has emerged as a promising privacy-preserving paradigm for conducting distributed collabora-
tive model training across parties unwilling to disclose their local data. Parties collaborate to train a global model by
submitting their local models to a server, which applies a specific aggregation rule to generate a new version of the
global model to be sent back to parties. The process of agreeing on a common global model in Federated Learning
shares many similarities with public decision-making and elections in particular. Indeed, the weights of local model
updates from each party can be seen as votes of preference that affect the global model resulting from an aggregation
rule applied at the centralised server of an FL group.

FEDAVG [1] has been the “de facto” aggregation rule used in FL tasks such as Google’s emoji and next-word prediction
for mobile device keyboards [2, 3]. In FEDAVG the global model is produced from a simple weighted averaging of
local updates with weights that represent the amount of data that each party has used for its training.

The problem. Recent work [4] has shown that FEDAVG is vulnerable to poisoning attacks, as even a single attacker
can degrade the global model by sharing faulty local updates of sufficiently large weight. Such attacks become possible
because FEDAVG treats all local data points equally. In essence, the aggregation rule, when seen at the granularity of
individual training data, resembles the one person one vote (1p1v) election rule of modern democratic elections. In this
context, the server distributes votes (weights) to a party in accordance with the amount of its training data, which may
be regarded as its population. This, however, may confer an unjust advantage to malicious parties who may have, or
falsely claim to have, large training datasets.

Our approach. To address this issue, we propose a robust aggregation rule inspired by elections based on Quadratic
Voting [5] (henceforth QV). In QV, each party is given a voting budget that can be spent on different rounds of voting
for proposals. Within a particular vote, an individual has to decide the number of "credit voices" to commit, whose
square root is what impacts the corresponding outcome of the vote, hence the name quadratic voting. The number of
"credit voices" is determined by the individual’s voting preference for the proposal. QV has been proposed as a means
to break out from the tyranny-of-the-majority vs. subsidising-the-minority dilemma of election systems [6]. Its formal
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analysis [7] under a game theoretic price-taking model, has shown that QV outperforms 1p1v in terms of efficiency and
robustness. Importantly, it has the unique capacity to deter collusion attacks by effectively taxing extreme behaviours.

Our contributions. In this paper, we propose FEDQV, a novel FL aggregation scheme that draws inspiration from QV.
Our objective is to mitigate the ability of malicious peers to impose disproportional damage on the global model – a
vulnerability inherent in FEDAVG that applies the 1p1v principle at the granularity of individual votes. By addressing this
issue, FEDQV serves as a superior alternative to FEDAVG, offering increased robustness against poisoning attacks while
retaining compatibility with privacy-guaranteed mechanisms to defend against privacy attacks, as will be demonstrated
later.

Our primary contribution involves integrating QV principles into FL, augmented by the implementation of multiple
defensive layers, to establish the truthful mechanism, FEDQV. We begin with the incorporation of quadratic computation
from QV into the FL setting. This incorporation restricts the ability of malicious peers to inflict high damages by taxing
their aggregation weights more than linear. However, this direct incorporation alone falls short of capturing each party’s
voting preference, a crucial aspect of QV. To capture this preference, we require parties to submit the similarity of
their local model with the previous round’s global model, which serves as a measure of the parties’ preference. This
modification enables the integration of QV principles into the FL system. Then in response to potential malicious
attempts from peers, we introduce FEDQV, a truthfulness mechanism alongside our application of QV to FL. This
mechanism employs a masked voting rule on the server side to conceal the voting calculation process from parties.
Additionally, it incorporates outlier detection and a limited voting budget, information that is exclusive to the server.
These defence measures collectively act as a deterrent against potential poisoning attacks and untruthful strategic
behaviour, ensuring the overall robustness of the FEDQV system in the face of adversarial threats.

To further enhance resilience against poisoning attacks, we extend FEDQV to use adaptive voting budgets. In election-
related applications, QV allocates equal budgets to all voters, reflecting the democratic principle of equal rights.
However, in our adaptation of QV for FL, it makes sense to allocate more votes to benign peers and limit the influence
of malicious ones by assigning them smaller voting budgets. We achieve this by employing unequal budgets, which are
tied to a reputation score for each peer, as discussed in Section 5.7.

Our next contribution is the implementation of various state-of-the-art Byzantine fault tolerance techniques on top
of FEDQV and demonstrating that FEDQV serves as a complementary defence that further boosts the robustness of
existing defence techniques.

Put differently, FEDQV is an enhancer of existing byzantine fault tolerance techniques, not a competitor – implementing
these defences atop FEDQV consistently yields superior results compared to implementing them atop FEDAVG.

To also defend against privacy attacks, we design FEDQV such that it can be easily combined with existing privacy-
guaranteeing mechanisms to thwart inference and reconstruction attacks [8, 9, 10]. Specifically, we showcase the
compatibility of FEDQV by implementing SECAGG[11] on top of the FEDQV framework. We then demonstrate
experimentally the effectiveness of SECAGG within the FEDQV framework, focusing on its ability to withstand
powerful privacy attacks.

Our final contribution comprises an extensive theoretical analysis in order to: 1) establish convergence guarantees, and
2) prove the truthfulness of our method.

Our findings. Using a combined theoretical and experimental evaluation, we show that:

• FEDQV is a truthful mechanism and is theoretically and empirically compatible with FEDAVG in terms of
accuracy and convergence under attack and no-attack scenarios.

• FEDQV consistently outperforms FEDAVG under various state-of-the-art poisoning attacks, especially for
local model poisoning attacks improving the robustness to such attacks by a factor of at least 4×.

• The combination of FEDQV with a reputation model to assign unequal credit voice budgets to parties according
to their respective reputations, improves robustness against poisoning attacks by at least 26% compared to the
baseline FEDQV that uses equal budgets.

• We show that integrating FEDQV with established Byzantine-robust FL defences, including Multi-Krum [4],
Trimmed-Mean [12], and Reputation [13], results in substantial enhancements in accuracy and reductions in
the attack success rate (ASR) under state-of-the-art attacks when compared to the original defence methods.
Specifically, integrating FEDQV into Multi-Krum results in a twofold improvement in accuracy under two
untargeted attack scenarios, along with an average enhancement of 26.72% in accuracy and a notable average
reduction of 70% in ASR under two targeted attack scenarios.

2
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• We demonstrate the compatibility of FEDQV with SECAGG, and our empirical evaluation confirms that this
integration enhances resistance against two privacy attacks.

2 Background

2.1 Election Mechanisms in FL

Election mechanisms are widely used in distributed systems for choosing a coordinator from a collection of processes [14,
15]. Likewise, there exist works that explore the value of the election mechanism for the aggregation step of FL. Plurality
voting is employed in FedVote [16] for weighting the local updates, and FedVoting [17] for treating the validation results
as votes to decide the optimal model. Also in [18], the authors propose two forms of election coding, random Bernoulli
codes and deterministic algebraic codes, for discovering majority opinions for the aggregation step. DETOX [19]
proposes a hierarchical aggregation step based on majority votes upon groups of updates. Finally, DRACO [20] and
ByzShield [21] also employ majority voting to fend off attacks against the aggregation step. All the aforementioned
election mechanisms suffer from the tyranny of the majority problem in election systems [22]. In FL, this means that if
attackers manage to control the majority of votes, then via poisoning their tyranny will manifest itself as a degradation
of the accuracy of the FL model used by the minority.

To address these limitations, QV is proposed as a solution that combines simplicity, practicality, and efficiency under
relatively broad conditions. QV considers a quadratic vote pricing rule, inspired by economic theory, under which
voters can purchase votes at ever-increasing prices within a predetermined voting budget. The advantages of QV over
1p1v have a rigorous theoretical basis, which of course applies also to the use of QV in FL. For any type of symmetric
Bayes-Nash equilibrium, the price-taking assumption approximately holds for all voters, as a result, the expected
inefficiency of QV is bounded by constant [23]. This theoretical analysis [24, 25] combined with strong empirical
validation, both at the laboratory [26] and on the field [27], suggest that QV is near-perfectly efficient and more robust
than 1p1v which, as already explained, forms the basis of contemporary FL aggregation mechanisms. The advantages
of QV can also be observed from the viewpoint of collusion, which is generally deterred either by unilateral deviation
incentives or by the reactions of non-participants [7].

2.2 FL Aggregation Against Poisoning and Privacy Attacks

There exist several Byzantine-robust FL aggregation methods for mitigating poisoning attacks either by leveraging
statistic-based outlier detection techniques [4, 12, 28, 13] or by utilising auxiliary labelled data collected by the
aggregation server in order to verify the correctness of the received gradients [29, 30]. Both approaches, though, require
examining the properties of the updates of individual parties, which can jeopardise their privacy due to inference [10]
and reconstruction attacks [8, 9] mounted by an honest but curious aggregation server.

To fight against privacy attacks, Secure aggregation (SA) protocols have been proposed as potential countermeasures [31].
Secure aggregation can be achieved using four main privacy-enhancing technologies: differential privacy [32], trusted-
execution environment (TEE) [33], secure shuffling under anonymity assumptions [34], and cryptography. Among
those, secure aggregation based on cryptography is the most widely studied [11, 35, 36]. Although crypto-based
secure aggregation provides strong security guarantees compared to alternatives, i.e., differential privacy, it also suffers
from high computational and communication overhead. Consequently, these crypto-based secure aggregations are
primarily established in the FEDAVG framework due to the impracticality of integrating them into Byzantine-robust FL
aggregation methods, owing to the computational complexity in these aggregations.

In response to this limitation, FEDQV emerges as a promising solution, offering enhanced resilience against poisoning
attacks while inheriting the simplicity of FEDAVG. Notably, this simplicity facilitates FEDQV’s integration with
crypto-based secure aggregations, thereby bolstering defences against privacy attacks while also exhibiting superior
resilience against poisoning attacks compared to FEDAVG. Although a few FL aggregation approaches [37, 38, 39] can
be adapted to incorporate secure aggregation, they still rely on majority voting as the aggregation scheme, which can be
integrated with FEDQV to enhance its robustness against poisoning attack.

3 FEDQV: Quadratic Voting in FL

3.1 Federated Learning Setting

Consider an FL system involving N parties and a central server. During training round t, a subset of parties St is
selected to participate in the training task. Each party i has the local dataset Di with |Di| samples (voters), drawn from

3
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non-independent and non-identically (Non-IID) distribution Xi(µi, σ
2
i ). The goal of using FL is to learn a global model

for the server. Given the loss function ℓ(w;D), the objective function of FL can be described as

L(w) = ED∼X [ℓ(w;D)]

Therefore, the task becomes:
w∗ = argmin

w∈Rd

L(w)

To find the optimal w∗, Stochastic Gradient Descent (SGD) is employed to optimise the objective function. Let T be
the total number of every part’s SGD, E be the local iterations between two communication rounds, and thus T

E is the
number of communication rounds.

The FL model training process entails several rounds of communication between the parties and the server, including
broadcasting, local training, and aggregation, as demonstrated in Algorithm 1. The global model is first initialised at a
random state by the server and, then, in round t the following steps are taken:

Broadcast: The server first randomly selects a subset of parties St (|St| = C ≥ 1) and then distributes the latest global
model as the global proposal to all chosen parties. Local Training: The selected party i performs local computation
based on the global proposal and its local dataset Di, and sends the update wt

i back to the server:

wt
i ← wt−1

i − rt−1
∂ℓi(w

t−1
i ;Di)

∂w

where rt−1 is the learning rate.

Aggregation: The server receives the model updates from all participating parties and aggregates them to update the
global model.

For aggregation rule, FEDAVG uses the fraction of the local training sample size of each party over the total training
samples as the weight of a party:

wt+1 =
1⋃

i∈St |Di|
∑
i∈St

|Di| ·wt
i

Similar to 1p1v, each sample here represents a single voter, and since party i possesses |Di| samples, it is able to cast
|Di| votes for its local model during the aggregation. Hence, the global proposal is a combination of all parties’ local
proposals weighted by their votes.

3.2 Preliminary Results

To show the rationale behind the algorithm design, we consider a toy use case involving two benign parties and
one malicious party in FL. These parties claim possession of training datasets with the dataset sizes set to {1, 1, 2},
respectively. Importantly, the malicious party asserts a larger training dataset than the benign ones. These claims are
reported to the central server, which lacks access to the raw data of the participating parties for verification purposes.

First, we introduce quadratic computation from QV into the FL. The quadratic computation involves taxing the
aggregation weights with the square root. Consequently, while the aggregation weights in FEDAVG remain {1, 1, 2},
the corresponding weights in QV are adjusted to

{
1, 1,
√
2
}

. We conduct a 10-round training of a multi-layer CNN on
the MNIST dataset, during which the malicious party executes a backdoor attack under the same settings as discussed
in Section 5. The test accuracy is colour-coded and presented in Figure 1a, where the vertices of the triangle correspond
to different parties, and their positions inside the triangle reflect their respective aggregation weights. As expected,
the compromised accuracy in FEDAVG arises from the presence of a malicious party that possesses or falsely claims
to possess a larger dataset. Compared to FEDAVG, QV, with the adjusted weights, exhibits superior accuracy. This
suggests that the quadratic computation in QV can enhance performance by restraining the influence of attackers within
FEDAVG by taxing their aggregation weights more than linear.

However, the direct incorporation of quadratic computation alone proves insufficient in capturing the voting preferences
of each party, a critical aspect of QV. In QV, parties with pronounced disagreements with a proposal express their
dissent by casting more votes to reject it. To capture each party’s voting preference into the FL system, we refine the
integration by requiring parties to submit the similarity of their local model with the previous round’s global model.
The similarity score serves as a measure of agreement, where higher scores indicate stronger alignment between the
local model (proposal) and the global model (proposal). Consequently, parties with higher similarity scores will cast
fewer votes in this round, reflecting their reduced need for adjustment to the existing global model. Conversely, parties
showing greater dissimilarity (1− sti) between their local proposal and the global one cast more votes. This strategic
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(b) FEDQV aggregation weights for each communication round, involving 10
parties (on the left). The first 6 parties are benign, while the subsequent 7 are
malicious. The presentation is complemented by the corresponding metrics (on
the right), including test accuracy (ACC) and attack success rate (ASR) of the
global model. This scenario is observed during 10 communication rounds in the
MNIST dataset under a Backdoor attack.

allocation empowers parties with substantial disagreements to wield more significant influence over the impending
global proposal wt, thereby making it a closer alignment with their local proposal wt

i .

Based on these similarity scores, the voting calculation is conducted to determine the votes, serving as the aggregation
weights. Rather than having parties directly calculate their votes, which could lead to malicious attempts, we introduce
the FEDQV mechanism. This approach adopts a more secure approach by delegating the vote allocation task to the
server. It employs a masked voting rule to obscure the vote calculation process from the parties, thereby preventing
them from knowing the exact votes they have cast for aggregation. This confidentiality measure is crucial to maintaining
the integrity and impartiality of the voting process. Built upon the lack of awareness regarding the voting calculation
process among parties, the FEDQV system incorporates two additional defensive mechanisms: a limited voting budget
and outlier detection, which are known only by the server. Given that parties are unaware of their budget and the
possibility of their updates being detected as abnormal, attempts by malicious parties to manipulate their updates and
overcast their votes entail a dual risk. There is a potential for exclusion from the aggregation process through outlier
detection or unknowingly reaching their voting budget limit, resulting in the assignment of no votes. These protections
serve as a deterrent against potential poisoning attacks, ensuring the overall robustness of the FEDQV system in the
face of adversarial threats. Details of the design of FEDQV are presented in the next subsection.

Returning to our previous toy example, the implementation of FEDQV leads to the allocation of weights {1, 1, 0}, as
depicted in Figure 1a. This weight distribution effectively excludes the malicious party from the aggregation process.
Consequently, this exclusion contributes to the improved accuracy of the resulting global model. To further illustrate
how FEDQV assigns aggregation weights to different parties during training, consider another toy case with 10 parties
in the FL system, where 4 of them are attackers. The settings remain the same as the first toy case, and the results are
presented in Figure 1b. In the left of Figure 1b, the first six parties are benign, and the rest are malicious. Notably,
during the 10 communication rounds, only two attackers (parties 7 and 8) successfully participated in the aggregation,
with party 7 participating twice and party 8 once, while most others did not contribute, resulting in an aggregation
weight of 0 for them. This outcome demonstrates FEDQV’s effectiveness in expelling malicious parties. Even when
a round includes two malicious parties, the decrease in test accuracy is limited, and the Attack Success Rate (ASR)
remains low (<2%) as shown in the right of Figure 1b. This demonstration underscores FEDQV’s capability to mitigate
the influence of malicious parties, thus preventing significant damage to the global model.

3.3 FEDQV Design

We use QV in FL to overcome the drawback of 1p1v, which improves the robustness of aggregation in comparison to
FEDAVG without compromising any efficiency. Figure 2 provides an overview of FEDQV algorithm, which comprises
two key components: similarity computation executed on the party side to capture the voting preference of each party
and voting scheme managed on the server side to deter potential poisoning attacks and untruthful strategic behaviour of
parties. We detail each component in the following subsections.

Similarity Computation: In round t, based on the server instructions, party i (i ∈ St) trains its local model wt
i , which

can be regarded as its local proposal. Following the local training phase, party i computes a similarity score sti utilising
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Figure 2: Overview of FEDQV algorithm.

cosine similarity, quantifying the alignment between its locally trained model wt
i and the previous global model wt−1.

sti = Scos

(
wt

i ,w
t−1
)
=

〈
wt

i ,w
t−1
〉

∥wt
i∥ · ∥wt−1∥

Notably, the cosine similarity function can be adapted to different similarity metrics, such as L2 distance, to better
suit specific tasks. In this context, a higher sti value indicates a stronger agreement with the previous global model
(proposal). Once selected parties finish training, they send their updates wt

i to the server, with the message ⟨sti⟩.
It’s noteworthy that similarity calculation can also be launched on the server side. However, this approach presents
certain risks: (i) it exposes the system to privacy attacks initiated by the server, and (ii) it may produce distorted
similarity scores due to the utilisation of regularisation and privacy-preservation methods [40] at the party side. Given
our primary objective of comparing FEDQV with FEDAVG, where weights are also computed at the party side, we
choose to conduct the calculation on the party side within FEDQV. Additionally, to counteract potential malicious
attempts launched from the party side, we have the option to introduce defence mechanisms on the server side, such as
other Byzantine-robust aggregations, as detailed in Section 5.8. This approach makes it more challenging for attackers
to mount successful attacks compared to FEDAVG.

Voting Scheme (Server Side): Upon receiving the updates and messages from selected parties, the server proceeds
with the following steps:

• The server normalises the similarity scores using Min-Max scaling to obtain s̄ti as:

s̄ti = norm
(
sti, {sti}i∈[St]

)
(1)

Following normalisation, parties no longer being aware of their exact similarity scores s̄ti.
• The server employs a penalty mechanism for abnormal similarity scores, specifically when s̄ti falls below
θ or exceeds 1 − θ. Here, θ represents the similarity threshold and is established to capture scores that are
excessively small or large, indicating potential anomalies. In response to such abnormality, the server enforces
a penalty by reducing the budgets Bi allocated to the respective party as:

Bi = max
(
0, Bi + ln s̄ti − 1

)
(2)

• The server calculates the voice credit cti for party i utilising the masked voting ruleH as:

cti = H(s̄ti) =
(
− ln s̄ti + 1

)
1θ<s̄ti<1−θ (3)

Here, the voice credits signify the price party i is required to pay in round t for its local proposal. Parties
with higher similarity scores, indicating stronger agreement with the global proposal, are allocated fewer
credit votes from the server. Conversely, parties showing greater dissimilarity (1 − sti) between their local
proposal and the global one receive an increased allocation of cti. This mechanism empowers parties with
substantial disagreements to exert greater influence over the forthcoming global proposal wt. Notably, parties
with abnormal similarity scores are excluded from participating in the aggregation, with receiving zero voice
credits.

• The server checks the budget Bi for each party and computes their final votes vti as:

vti =
√

min (cti,max (0, Bi)) (4)
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Algorithm 1: FEDQV
Input : w0← random initialisation; B, θ← FEDQV parameters

Server :
1 for Iteration t← 1 to T

E do
2 Broadcast wt−1 to randomly selected set of parties St (|St| = C ≥ 1);
3 Receive the local updates (wt

i , s
t
i) from selected parties (i ∈ St);

4 Normalisation: s̄ti ← Eq.(1), i ∈ St;
5 for i← 1 to N do in parallel
6 if s̄ti ≤ θ or s̄ti ≥ 1− θ then
7 Update Bi← max (0, Bi + ln s̄ti − 1)
8 Credit voice cti ← Equation 3, Vote vti ← Equation 4;

9 Budget Bi← max
(
0, Bi − (vti)

2
)
// Update the budget

10 end forpar
11 return wt

n ←
∑N

i=1
vt
i∑M

i=1 vt
i

wt
i,n

12 end for
Party :

1 for Party i ∈ St do in parallel
2 Receive the global model wt−1 ;
3 for local epoch e← 1 to E do
4 wt

i ← wt−1
i − rt−1

∂ℓi(w
t−1
i ;Di)

∂w // Local training
5 end for

6 Calculate the similarity score: sti ←
⟨wt

i ,w
t−1⟩

∥wt
i∥·∥wt−1∥

;

7 Send (wt
i , s

t
i)

8 end forpar

• The server updates the budget as:
Bi = max(0, Bi −

(
vti
)2
) (5)

Thus, the server determines the weight (vti ) of party i for aggregation and generates the updated global model wt,
reflecting the collective opinion of all selected parties (voters). Algorithm 1 summarises all these steps of FEDQV.

Malicious Party: In cases where malicious parties attempt to manipulate the similarity scores, their capabilities are
restricted by:

(a)No knowledge of the voting process. Only the server possesses knowledge of each party’s remaining budget and
the number of actual votes cast in the current round. The lack of knowledge about the voting calculation process that
contains outlier detection, coupled with the parties’ unawareness of their limited voting budget, exposes malicious
parties to the risk of exclusion from the aggregation process.

(b)Punitive Measures: FEDQV, with its masked voting rule that contains outlier detection and limited budget, empower
the system to penalise and potentially remove malicious parties who attempt to conduct poisoning attacks;

(c)Limited Influence: Even if a manipulated similarity score is accepted by the server, the influence the malicious party
can exert is inherently constrained due to the nature of QV and the limited budgets, minimising the potential damage.

Benefits of FEDQV:

• Truthful Mechanism. FEDQV is a truthful mechanism [41] as we prove in Theorem 4.17. This means that
this mechanism compels the parties, even malicious ones, to tell the truth about their votes (weights) for
aggregation, rather than any possible lie. This truthfulness is reinforced by the aforementioned several defence
layers.

• Ease of Integration and Compatibility. FEDQV is highly adaptable and can be seamlessly integrated into
Byzantine-robust FL defence schemes with minimal adjustments, specifically by modifying the aggregation
weight calculation while leaving other algorithm components unchanged. This integration is demonstrated
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Algorithm 2: FEDQV with Adaptive Budget
Input :wt

i , c
t
i, B

t
i ← FEDQV; κ,a,W ,M ,λ,δ← Reputation model parameters

1 for i ∈ St do
2 for j ← 1 to M do
3 Subjective Observations (P t

i , Q
t
i) := IRLS (wt

i,j , δ);
4 end for
5 Reputation Score Rt

i := Rep (P t
i , Q

t
i, κ, a,W )

6 Budget Bt
i ← Rt

i1λ≤Rt
i
+Bt

i , Credit voice cti ← (Rt
i + cti)1λ≤Rt

i

7 end for

in Section 5.8. Furthermore, similar to FEDAVG, FEDQV boasts efficient communication and simplicity,
rendering it compatible with various mechanisms employed in FL. It can effortlessly incorporate the reg-
ularisation, sparsification, and privacy modules, encompassing techniques such as clipping [40], gradient
compression [42], differential privacy [43], and secure aggregation [11].

3.4 FEDQV with Adaptive Budgets

In democratic elections, all individuals are typically granted equal voting rights, entailing an equal voting budget. In FL,
however, it often makes sense to give malicious parties fewer votes than honest ones. Thus to improve the robustness of
standard FEDQV, we combine it with the reputation model in [13] to assign an unequal budget based on the reputation
score of parties in each round t. Specifically, if a party’s reputation score Rt surpasses a predefined threshold λ, we
increase their budget, and vice versa. We present a summary of this combination in Algorithm 2, with a detailed
explanation, expanding on the well-established components from the original paper. We provide empirical evidence
in Section 5.7 showcasing the substantial performance improvements achieved by the enhanced version of FEDQV
featuring an adaptive budget.

Here we present a concise elucidation of key components of the Algorithm 2 as followings:

• IRLS (Iteratively Reweighted Least Squares): IRLS serves as an optimisation technique employed to solve
specific regression problems. Within [13], IRLS is utilised to compute the Subjective Observations of
participating clients based on their parameter’s confidence score, which is calculated using the repeated-
median regression technique.

• Subjective Observations: Positive observations denoted by P t
i signify acceptance of an update, while

negative observations denoted by Qt
i indicate rejection. Consequently, positive observations enhance a party’s

reputation, and negative ones have the opposite effect.

• Reputation Score Calculation: The reputation score of a party is determined using a subjective logic model,
formulated as follows:

Rt
i =

κP t
i +Wa

κP t
i + ηQt

i +W

Regarding the integration of the reputation model, our objective is to demonstrate how combining FEDQV with the
reputation model enables the allocation of unequal budgets, thereby enhancing the robustness of standard FEDQV. This
integration’s adaptability extends beyond a single reputation model, allowing customisation to suit various needs. The
example presented in the paper serves to showcase the concept’s viability.

4 Theoretical Analysis

In this section, we establish the convergence guarantees and truthfulness properties of FEDQV. Our first result is
Theorem 4.9 that states FEDQV converges to the global optimal solution at a rate of O( 1

T ), comparable to the
convergence rate exhibited by FEDAVG. Theorem 4.10 extends this statement, affirming that FEDQV converges to
a near-optimal solution in the presence of malicious parties, with the resulting performance gap determined by the
percentage of malicious parties. The empirical convergence performance of our algorithm, as gauged by metric test
accuracy and training loss, is consistent with our theoretical analysis, as elaborated in the following section. Our final
result, Theorem 4.17, establishes that FEDQV is a truthful mechanism, wherein honesty emerges as the dominant
strategy within this framework. Fully detailed proofs are in Appendix A.
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4.1 Convergence

We start by stating our assumptions, which are standard and common for such types of analysis and per recent works
such as [12, 28, 44, 30, 13, 45].

Assumption 4.1. The loss functions are L-smooth, which means they are continuously differentiable and their gradients
are Lipschitz-continuous with Lipschitz constant L > 0, whereas:

∀i ∈ N, ∀w1,w2 ∈ Rd, ∥∇L(w1))−∇L(w2))∥2 ≤ L ∥w1 −w2∥2
∥∇ℓ(w1;D)−∇ℓ(w2;D)∥2 ≤ L∥w1 −w2∥2

Assumption 4.2. The loss function ℓ(wi, D) are µ-strongly convex:

∃µ > 0,∀w1,w2 ∈ Rd,∇ℓ(w∗;D) = 0,∇L(w∗) = 0

2 (L(w1)− L(w2)) ≥ 2 ⟨∇L(w2),w1 −w2⟩+ µ ∥w1 −w2∥22
2 (ℓ(w1;D)− l(w2;D)) ≥ 2 ⟨∇ℓ(w2;D),w1 −w2⟩+ µ ∥w1 −w2∥22

Assumption 4.3. The expected square norm of gradients w is bounded:

∀w ∈ Rd,∃Gw <∞,E ∥∇ℓ(w;D)∥22 ≤ G
2
w

Assumption 4.4. The variance of gradients w is bounded:

∀w ∈ Rd,∃Vw <∞,E ∥∇ℓ(w;D)− E(∇ℓ(w;D)∥22 ≤ Vw

The lemmas we utilise in the proof of Theorem 4.9 and Theorem 4.10, are presented below.

Lemma 4.5. From Assumption 4.1 and 4.2, L(w) is L-smooth and µ-strongly convex. Then ∀w1,w2 ∈ Rd, one has

⟨∇ℓ(w1)−∇ℓ(w2),w1 −w2⟩ ≥
Lµ

L+ µ
∥w1 −w2∥22 +

1

L+ µ
∥∇ℓ(w1)−∇ℓ(w2)∥22

Lemma 4.6. Assume Assumption 4.1, Assumption 4.2 and Lemma 4.5 hold, Let pti =
1
C1i∈St , we have

∥∥wt−1 − r∇L(wt−1)−w∗∥∥2
2
≤

N∑
i=1

pt−1
i

∥∥wt−1 −wt−1
i

∥∥2
2
+

(
r2
(
1 + L2

)
− 2rLµ+ 1

L+ µ

)∥∥wt−1 −w∗∥∥2
2

(6)

Lemma 4.7. Assume Assumption 4.3 holds, it follows that

E
N∑
i=1

pt−1
i

∥∥wt−1 −wt−1
i

∥∥2
2
≤ (E − 1)

2
r2G2w

Lemma 4.8. Assume Assumption 4.4 holds, according to our Algorithm 1, it follows that

E
∥∥F(wt−1)−∇L(wt−1)

∥∥2
2
≤ (1− 2θ) CVw

√
B

Where

F(wt−1) =
∑

i∈St−1

pt−1
i ∇ℓ(wt−1

i ;Dt−1
i )

Under these four mild and standard assumptions, along with the support of Lemmas, we have:

Theorem 4.9. (Secure Convergence Without Attack) Under Assumptions 4.1, 4.2, 4.3 and 4.4, and m = 0. Choose
α = L+µ

µL and β = 2 (L+1)(L+µ)
µL , then FEDQV satisfies

EL(wT )− L(w∗) ≤ L

2φ+ T

(
φE

∥∥w0 −w∗∥∥2
2
+

α2

2
∆

)
(7)

Where

∆ = (E − 1)
2 G2w + (1− 2θ) CVw

√
B, φ = α (L+ 1)
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Suppose the percentage of attackers in the whole parties is m, we denote

Mi(w
t
i) =

{
∗ if i ∈ malicious parties
∇ℓ(wt

i ;Dt
i) if i ∈ honest parties

Where ∗ stands for an arbitrary value from the malicious parties. Then we have:

Theorem 4.10. (Robust Convergence Under Attack) Under Assumptions 4.1, 4.2, 4.3 and 4.4, Choose α = L+µ
µL and

β = 2 (L+1)(L+µ)
µL , then FEDQV satisfies

EL(wT )− L(w∗) ≤ L+ 2LrT−1ϖ

2φ+ T

(
φE

∥∥w0 −w∗∥∥2
2
+

α2

2
∆

)
+

Lϖ2

2
(8)

Where

∆ = (E − 1)
2 G2w + (1− 2θ) CVw

√
B, φ = α (L+ 1) , ϖ = mNGwrT−1

√
4 + 6θ − θ2

Remark 4.11. According to Theorem 4.9, FEDQV obtains a secure convergence rate of O( 1
T ) in the absence of

malicious parties, which is comparable to the convergence rate of FEDAVG [46].
Remark 4.12. According to Theorem 4.10, FEDQV converge to a near-optimal solution in the presence of malicious
parties, with the resulting performance gap determined by the percentage of malicious parties.
Remark 4.13. The error rate exhibits dependence on the budget B, the similarity threshold θ, and the percentage of
malicious parties m. It is noteworthy that a larger budget allocation, a reduction in the similarity threshold, or an
augmentation in the proportion of malicious parties induce more pronounced disparities in model updates, consequently
resulting in an elevated error rate. The impact of these hyperparameters is shown in Figure 6b in Section 5.10.

4.2 Truthfulness

The FEDQV mechanism belongs to a single-parameter domain, where the real parameter votes vi play a direct role
in determining the eligibility of party i for aggregation. The mechanism is normalised according to game theory
principles [41], where for every vi and v−i such that f(vi, v−i) /∈Wi, pi(vi, v−i) = 0. Here, v−i represents votes cast
by all parties except for i, Wi is the subset of participants in aggregation, f represents the voting scheme outcome,
and pi is the payment function with pi(vi, v−i) = v2i in FEDQV. The upcoming definition of truthfulness and the
following lemmas contribute to the proof of Theorem 4.17 in alignment with monotone and critical value concepts in
game theory [41].
Definition 4.14. A mechanism (f, p1, ..., pn) is called truthfulness if for every party i, we denote a = f(vi, v−i) and
a′ = f(v

′

i, v−i) as the outcome of the voting, then vi(a)− pi(vi, v−i) ≥ vi(a
′
)− pi(v

′

i, v−i), where vi(a) denotes the
gain of party i if the outcome of the voting is a.

Here, vi(a)− pi(vi, v−i) is the utility of party i, indicating the gain from voting (vi(a)) minus its cost (pi(vi, v−i)).
Intuitively this implies that party i with vi would prefer “telling the truth” vi to the server rather than any possible “lie”
v

′

i since this gives him higher (in the weak sense) utility.

Lemma 4.15. f is monotone: : ∀v−i and ∀v′

i > vi, if f(vi, v−i) ∈Wi, then f(v
′

i, v−i) ∈Wi.
Lemma 4.16. In FEDQV, ∀i, vi, v−i that f(vi, v−i) ∈ Wi, we have that pi(vi, v−i) = Φi(v−i), where Φi is the
critical value of a monotone function f on a single parameter domain that Φi(v−i) = supvi:f(vi,v−i)/∈Wi

vi.

Based on Lemma 4.15 and Lemma 4.16, we establish the following theorem:
Theorem 4.17. FEDQV is incentive compatible (truthful).
Remark 4.18. Regarding the concept of truthfulness, it theoretically ensures that being honest is the dominant strategy
since providing manipulated similarity scores may lead to penalties and removal from the system due to the masked
voting rule H and limited budget B. This is an integral part of the nature of QV embedded within our FEDQV
framework.

5 Experiments

The objectives of our experimental evaluation are the following: (a) To assess the performance of our aggregation method
relative to FEDAVG.(b) To benchmark our method across 10 distinct state-of-the-art poisoning attack scenarios.(c) To
validate the alignment of our experimental findings with our prior theoretical analyses. (d) To demonstrate the ease
of integration and compatibility of our method within Byzantine-robust FL defence schemes and privacy-preserving
mechanisms.
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5.1 Experimental setting

Datasets and global models. We implement the typical FL setting where each party owns its local data and trans-
mits/receives information to/from the central server. To demonstrate the generality of our method, we train different
global models on different datasets. We use four popular benchmark datasets: MNIST [47], Fashion-MNIST [48],
FEMNIST [49] and CIFAR10 [50]. We consider a multi-layer CNN same as in [40], consisting of 2 convolutional
layers and 2 fully connected layers for MNIST, Fashion-MNIST and FEMNIST, and the ResNet18 [51] for CIFAR10.

Non-IID setting. In order to fulfil the setting of a heterogeneous and unbalanced dataset for FL, we sample from a
Dirichlet distribution with the concentration parameter ι = 0.9 as the Non-IID degree as in [52, 53], with the intention
of generating non-IID and unbalanced data partitions. Moreover, we have examined the performance across varying
levels of non-IID data in Section 5.9.

Parameter Settings. The server selects 10 (C) out of 100 (N ) parties to participate in each communication round and
train the global models for 100 communication rounds( TE ), where the local training epoch E equals 5. We set the model
hyper-parameters budget B and the similarity threshold θ to 30 and 0.2 respectively based on the hyper-parameter
searching. All additional settings are provided in the Appendix B.1.

5.2 Thread Model

We assume we the parties are malicious while the server is honest-but-curious. Within this context, parties may
deliberately submit false or manipulated local model updates to the central server. Their objectives could range from
injecting biases and compromising the model’s performance to extracting sensitive information from the aggregated
global model. The server correctly follows the FL protocol steps but remains curious to discover any private information.
In our case, the server has full visibility of all local models and launches privacy attacks upon receiving an update from
a target party to reconstruct users’ training data.

Furthermore, the percentage of malicious party m is an important factor in determining the success of the poisoning
attack. In our analysis, we assume that the number of malicious parties is less than the number of honest parties, a
common setting in such types of analysis and recent works [4, 12, 13].

5.3 Evaluated Poisoning Attacks

Our paper addresses three distinct attack schemes:

• Data poisoning: Attackers submit the true similarity score based on their poisoned updates, including
Labelflip Attack [54], Gaussian Attack [55], Backdoor [56], Scaling Attack [52], Neurotoxin [57].

• Model poisoning: Attackers submit the true similarity score based on their clean updates and poison their
model, including: Krum Attack [54], Trim Attack [54], and Aggregation-agnostic attacks: Min-Max and
Min-Sum [58]

• QV-tailored Attack: Attackers submit both poisoned similarity score and the local model to exploit vulner-
abilities in FEDQV. This dual-pronged attack, termed QV-Adaptive, presents a heightened challenge for
FEDQV.

Here are the details of the aforementioned attacks. We begin with data poisoning attacks:

Labelflip Attack [54]: In the Label-Flip scenario, all the labels of the training data for the malicious clients are set to
zero. This scenario simulates a directed attack, with the goal to disproportionally bias the jointly trained model towards
one specific class. This is a data poisoning attack that does not require knowledge of the training data distribution.
Under this attack, the malicious parties train with clean data but with flipped labels. Specifically, we flip a label k as
K − k − 1, where K is the total class number.

Gaussian Attack [55]: This attack forges local model updates via Gaussian distribution on the malicious parties.
malicious parties forge local model updates via Gaussian distribution.

Backdoor Attack [56] Malicious parties inject specific backdoor triggers into the training data and modify their labels
to the attacker-chosen target label. Specifically, we use the same backdoor pattern trigger and attacker-chosen target
label as in [59] as our trigger and set the attacker-chosen target label as 5. The backdoor can be introduced into a model
by an attacker who poisons the training data with specially crafted inputs. A backdoor transformation applied to any
input causes the model to mis-classify it to an attacker-chosen label The pattern must be applied by the attacker during
local training, by modifying the digital image.
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Scaling attack [52] The malicious parties generate poisoned local model updates by backdoor attack and only launch
this attack during the last communication round after scaling these updates by a factor of N .

Neurotoxin attack [57] In this attack, the adversary starts by downloading the gradient from the previous round and
employs it to approximate the benign gradient for the upcoming round. The attacker identifies the top-k% coordinates of
the benign gradient and treats them as the constraint set. Over several epochs of Projected Gradient Descent (PGD), the
attacker computes gradient updates on the manipulated dataset and projects this gradient onto the constraint set, which
consists of the bottom-k% coordinates of the observed benign gradient. PGD is employed to approach the optimal
solution within the span of the bottom-k% coordinates. We adopt the original parameter setting from the paper, where k
is set to 0.1.

Next, we move to model poisoning attacks:

Krum Attack [54]: Malicious parties craft poisoned local model updates opposite from benign ones, and enable them
to circumvent the defence of Krum [4].

Trim Attack [54] The poisoned local model updates constructed by malicious parties are optimised for evading the
Trim-mean and Median [12].

Min-Max Attack [58]In order to ensure that the malicious gradients closely align with the benign gradients within the
clique, attackers strategically compute the malicious gradient. This computation is carried out to limit the maximum
distance of the malicious gradient from any other gradient, which is constrained by the maximum distance observed
between any two benign gradients.

Min-Sum [58] The Min-Sum attack enforces an upper bound on the sum of squared distances between the malicious
gradient and all the benign gradients. This upper bound is determined by the sum of squared distances between any one
benign gradient and the rest of the benign gradients.

Finally, we introduce the QV-tailored attack:

QV-Adaptive attack Tailored for FEDQV, this attack leverages the Aggregation-agnostic optimisations [58] within the
LMP framework [54]. This attack manipulates both the similarity score and the local model, following the procedure
below:

1. The malicious party i generates benign updates wt
i using clean data Di in round t and calculates the corre-

sponding similarity score;
2. malicious parties (with counts of m) collectively normalise all the similarity scores and employ the Aggregation-

agnostic Min-Max optimisation to select the optimal similarity score. This optimisation objective aims to
increase the likelihood of the score being accepted by the server.

3. the adaptive attack focuses on local model poisoning to optimise the following problem:

max ν (9)

s.t. wt′

i∈m = FedQV(wt
1,w

t
2, . . . ,w

t
m) (10)

wt′

i∈m = wt
i − νd̂ (11)

Here, d̂ represents a column vector encompassing the estimated changing directions of all global model
parameters. The variables wt

i∈m and wt′

i∈m correspond to the local model before and after the attack. The
parameter ν denotes the extent of the attack’s impact on the model.

It is noteworthy that Labelflip, Gaussian, Krum, Trim, Min-Max, Min-Sum and QV Adaptive attacks are untargeted
attacks, whereas, Backdoor, Scaling and Neurotoxin attacks are targeted attacks. We confine our analysis to the
worst-case scenario in which the attackers submit the poisoned updates in every round of the training process for all
attack strategies with the exception of the Scaling attack.

5.4 Performance Metrics

We use the average test accuracy (ACC) of the global model to evaluate the result of the aggregation defence for
poisoning attacks, in which attackers aim to mislead the global model during the testing phase. ACC is the percentage
of testing examples with the correct predictions by the global model in the whole testing dataset, which is defined as
ACC = (# correct predictions)/(# testing samples). In addition, there are targeted attacks that aim to attack a specific
label while keeping the accuracy of classification on other labels unaltered. Therefore, besides ACC, we choose the
attack success rate (ASR) to measure how many of the samples that are attacked, are classified as the target label chosen
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(b) Under labelflip attack with 40% malicious parties.

Figure 3: Convergence comparison of FEDAVG and FEDQV in Training Loss (TL) and Accuracy (ACC) over 100
epochs across four benchmark datasets, both under no attack and under attack scenarios.

by malicious parties. A robust federated aggregation method would obtain a higher Avg-ACC as well as a lower ASR
under poisoning attacks. An ideal aggregation method can achieve 100% Avg-ACC and has the ASR as low as the
fraction of attacked samples from the target label.

5.5 Convergence

We evaluate the convergence of FEDAVG and FEDQV across the aforementioned four datasets under both benign
and adversarial conditions. The training loss (TL) and accuracy (ACC) of global models trained using FEDQV and
FEDAVG are depicted in Figure 3a without any attack and in Figure 3a under labelflip attacks with 40% malicious
parties. In the absence of Byzantine attacks, the convergence of the global model trained with FEDQV matches that
of FEDAVG across all datasets, consistent with Theorem 4.9. However, under attack, FEDAVG struggles to converge
due to its susceptibility to poisoning attacks, as shown in Figure 3a. While FEDQV also exhibits slower convergence
under attack, it eventually converges and outperforms FEDAVG. This outcome aligns with Theorem 4.10, indicating
that FEDQV achieves convergence to a near-optimal solution even in the presence of malicious parties, with the extent
of performance improvement determined by the percentage of malicious parties.

5.6 Defence against Poisoning Attacks

Static percentage of attackers: We present ACC and ASR of global models trained using both FEDAVG and FEDQV
under the 10 aforementioned poisoning attacks across all four datasets in Table 1. The experiments involve 30%
malicious parties, same as in previous studies such as [4, 13], which is also a common byzantine consensus threshold for
resistance to failures in a typical distributed system [60]. In data poisoning attacks, the results consistently demonstrate
that FEDQV outperforms FEDAVG, achieving the highest ACC with the smallest standard error. When considering
targeted attacks, FEDQV again stands out, displaying the highest ACC along with the lowest ASR when compared
to FEDAVG. In the context model poisoning attacks, FEDQV outperforms FEDAVG, except for the QV-Adaptive
attack, which is tailored for FEDQV. Especially for local model poisoning attacks: Trim and Krum attacks, FEDQV
outperforms FEDAVG by at least 4 times in terms of accuracy. Setting this observation as the alternative hypothesis H1

and using the Wilcoxon signed-rank test, we can reject the null hypothesis H0 at a confidence level of 1% in favour of
H1, proving the robustness of FEDQV.

Varying the percentage of attackers: Then we examine the performance of our method as the proportion of attackers
increases. Figure 4 shows the changes in performance metrics for varying percentages of attackers for both FEDQV
and FEDAVG under the backdoor attack (depicted in Figure 4a) and Neurotoxin attack (shown in Figure 4b) for both
FEDQV and FEDAVG. Across scenarios where the percentage of attackers m ranges from 10% to 50%, FEDQV
consistently outperforms FEDAVG in terms of both ACC and ASR under both attacks, even in scenarios where half the
parties are malicious. Notably, the Neurotoxin attack exhibits a more pronounced impact on ACC reduction and ASR
increase in both FEDQV and FEDAVG compared to the backdoor attack as the percentage of attackers varies.

Unlike untargeted attacks, strong targeted attacks can be mounted with just a single attacker and data poisoning [61].
To investigate the behaviour of FEDQV in scenarios with finer gradations, we also evaluate it with small, realistic
percentages of attackers, same as in [61], in Table 2 and Appendix Table A2. The results indicate that under these
small, realistic percentages of attackers, the performance of FEDQV remains consistent with its behaviour under larger
attack scenarios consistently outperforming FEDAVG. This outcome underscores the robustness of FEDQV across
varying threat levels.
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MNIST Fashion-MNIST CIFAR10 FEMNIST

FEDAVG FEDQV FEDAVG FEDQV FEDAVG FEDQV FEDAVG FEDQV

Data Poison
Labelflip 98.81±0.03 98.54±0.05 86.70±0.02 85.22±0.05 66.88±0.48 67.36±0.22 74.92±2.55 78.42±0.65
Gaussian 9.68±0.41 10.49±0.46 10.00±0.00 27.38±17.38 15.29±0.57 19.76±3.66 4.64±0.13 4.83±0.25
Backdoor

ACC 37.38±19.82 98.30±0.15 74.27±9.12 78.40±3.95 59.85±2.18 60.65±1.72 49.78±22.38 75.20±3.96
ASR 68.49±22.00 0.19±0.07 14.58±12.53 7.05±6.35 18.20±5.27 3.21±1.30 30.88±7.52 28.26±9.57

Scaling
ACC 10.33±0.05 11.16±0.88 10.22±0.09 11.27±0.99 10.00±0.00 28.55±18.55 26.30±21.55 64.80±1.38
ASR 99.94±0.06 98.96±1.04 99.74±0.10 98.21±1.45 100.00±0.00 67.66±32.34 0.47±0.08 0.56±0.06

Neurotoxin
ACC 81.17±15.39 95.73±1.45 70.00±7.85 79.58±1.60 22.40±7.16 45.40±3.22 47.29±18.07 79.99±0.70
ASR 23.19±2.25 18.11±1.67 20.65±2.21 18.12±4.16 51.63±1.03 57.42±1.91 40.42±4.35 9.00±1.29

Model Poison
Krum 10.57±0.39 97.96±0.14 10.00±0.00 79.43±0.86 10.00±0.00 53.27±1.12 5.20±0.22 51.86±3.06
Trim 10.04±0.16 98.36±0.11 10.00±0.00 84.45±0.70 10.00±0.00 57.33±2.34 5.09±0.33 52.19±4.52

Min-Max 35.00±25.38 85.32±6.45 10.00±0.00 67.25±7.44 10.00±0.00 19.07±6.97 56.37±13.67 72.58±2.11
Min-Sum 96.69±0.94 95.97±0.59 10.88±0.87 83.93±0.81 17.40±4.27 43.94±3.56 52.56±23.91 72.36±1.61

QV-Adaptive 71.43±22.67 56.94±23.95 35.92±4.60 62.13±11.25 10.00±0.00 11.14±1.14 22.08±18.72 43.78±20.72

Table 1: Comparison of FEDQV and FEDAVG on four benchmark datasets under 10 attack scenarios with 30% malicious
parties. The best results are highlighted in bold.
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Figure 4: Performance comparison of FEDQV and FEDAVG in terms of Accuracy (ACC) and Attack Success Rate
(ASR) over 100 epochs across four benchmark datasets under two targeted attacks, with varying percentages of attackers
m from 10% to 50%.

However, we notice that none of these methods yields satisfactory accuracy results for Gaussian and Scaling attacks. To
address this, we present the enhanced version of FEDQV with an adaptive budget assigned according to a reputation
model.

5.7 Adaptive Budget

To enhance the robustness of FEDQV, we integrate it with the reputation model proposed in [13] to allocate unequal
budgets based on the reputation scores of parties in each round t, as detailed in Section 3.4. The performance of FEDQV
with an adaptive budget (referred to as FEDQV+REP) is compared with FEDAVG and FEDQV during the Gaussian and
Scaling attacks, with the percentage of attackers increased to 50%. As depicted in Figure 5a, the combination of FEDQV
and the reputation model significantly enhances resistance against Gaussian and Scaling attacks by at least a factor of
26%. This observation, formulated as the alternative hypothesis H1, is supported by the Wilcoxon signed-rank test,
where the null hypothesis H0 can be rejected at a confidence level of 1% in favour of H1. This integration effectively
enhances the robustness of FEDQV, rendering it successful in defending against the two attacks that it previously failed
to counter.

5.8 Integration with Byzantine-robust Aggregation

Our objective is not to position FedQV in competition with existing defence techniques but rather to demonstrate that
FedQV can act as a complementary approach to advanced defences. Hence, FEDQV can be seamlessly integrated into
Byzantine-robust defence to enhance the overall defence performance, by adapting the weight calculation process. We
illustrate this with examples using Muilt-Krum [4], Trim-mean [12] and Reputation [13].
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(a) Performance comparison of FEDAVG, FEDQV, and
FEDQV+REP, in terms of ACC for 100 epochs in four benchmark
datasets under 2 attack scenarios with 50% malicious parties.
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Figure 5: Performance comparison of FEDAVG, FEDQV, and FEDQV+REP (FEDQV with adaptive budgets based on
reputation model). Performance comparison of Krum alone and Multi-Krum integrated with FEDQV.

Multi-Krum Multi-Krum + FedQV Trimmed-Mean Trimmed-Mean + FedQV Rep Rep + FedQV

Neurotoxin
1% 78.99±1.03/1.05±0.01 80.61±0.66/0.86±0.17 85.23±1.77/0.59±0.13 84.75±0.84/0.45±0.06 80.99±1.15/0.84±0.32 85.82±0.55/0.38±0.06
5% 76.21±0.73/3.29±0.92 80.32±1.07/1.34±0.34 85.15±0.38/0.87±0.17 85.09±0.97/0.73±0.05 80.48±1.17/1.62±0.11 84.12±0.38/1.35±0.40

10% 72.79±1.02/21.73±7.07 77.41±1.36/16.30±3.01 85.13±0.70/2.32±0.27 84.68±0.73/1.45±0.21 80.86±0.86/1.30±0.10 83.78±0.09/0.66±0.04
Min-Max

10% 71.62±4.48 79.48±0.82 75.41 ±0.77 78.46±0.67 72.66±1.34 76.98±1.48
30% 52.29±0.34 58.42±4.92 59.62 ±1.20 60.24±6.81 54.94±0.82 58.02±0.71
50% 10.28±0.28 22.95±9.94 9.47±0.42 10.64±0.63 11.23±1.00 13.64±2.58

QV-Adaptive
10% 52.98±1.78 73.35±3.44 83.17±1.85 85.55±0.33 12.60±2.36 41.55±19.78
30% 34.93±14.60 55.07±11.40 29.14±19.14 42.17±25.95 12.44±2.44 38.44±14.32
50% 10.20±0.20 12.24±1.12 10.00±0.00 13.35±3.37 10.00±0.00 10.55 ±0.44

Table 2: Comparison of Multi-Krum, Trimmed-Mean, Reputation, and their integration with FEDQV under three
State-of-the-Art attacks on FEMNIST dataset. The best results are in bold. The results of targeted attacks are in the
form of “ACC / ASR".

Table 2 presents a comparative analysis illustrating the performance of Multi-Krum, Trimmed-Mean, and Reputation
methods both individually and when integrated with FEDQV under three state-of-the-art attacks conducted on the
FEMNIST dataset. The results highlight that the integration of FEDQV with these defense mechanisms consistently
yields superior performance characterised by higher ACC and lower ASR compared to their standalone counterparts.

Especially, in the context of Multi-Krum, as illustrated in Figure 5b, the integration of FEDQV (referred to as Multi-
Krum + FEDQV) results in a significant enhancement in accuracy under 4 attack scenarios. Notably, under local
poisoning attacks such as the Krum attack and Trim attack, the accuracy improves by a factor of 2.5. The results
presented in Table 6a elucidate that the incorporation of FEDQV into Multi-Krum yields an average ACC enhancement
of 26.72% and a significant average reduction of 70% in the ASR under two targeted attack scenarios: backdoor and
scale attack. Setting this observation as the alternative hypothesis H1 and Employing the Wilcoxon signed-rank test, we
reject the null hypothesis H0 at a confidence level of 1% in favour of H1.

These findings underscore the potential of FEDQV as a promising complementary method to augment the performance
of existing defence mechanisms.

5.9 Non-IID Degree

To fulfil the fundamental setting of a heterogeneous and unbalanced dataset for FL, our experimental setup integrates
datasets exhibiting non-IID properties, with a non-IID degree (ι) of 0.9, consistent with the settings outlined in previous
studies such as [52, 13]. The ι represents the concentration parameter utilised in sampling from a Dirichlet distribution
[62], which governs the degree of dataset imbalance. This parameter choice aims to generate non-IID and unbalanced
data partitions conducive to our experimental objectives.

Moreover, we have examined the performance of FEDQV and FEDAVG across varying degrees of non-IID data, ranging
from 0.1 to 0.9, as depicted in Appendix Table A3. These results demonstrate that as the non-IID degree increases
among the parties, the performance of the global model declines. Notably, FEDQV consistently maintains a superior
performance compared to FEDAVG, even when confronted with different degrees of data heterogeneity under attack
conditions.
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MNIST Fashion-MNIST

Multi-Krum + FEDQV Multi-Krum + FEDQV

Backdoor
ACC 70.20±9.99 89.96±1.85 33.24±13.24 70.89±3.17
ASR 32.03±11.20 9.59±2.28 68.87±17.77 9.72±4.50

Scaling
ACC 68.35±16.76 96.55±0.41 59.43±14.22 82.48±0.24
ASR 33.65±19.15 0.41±0.06 33.64±19.08 0.91±0.18

(a) Comparison of Multi-Krum and Multi-Krum + FEDQV
under two targeted attacks with 30% malicious parties in
MNIST and Fashion-MNIST dataset. The best results are in
bold.
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(b) Impact of Hyperparameters B and θ of FEDQV on
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Figure 6: Comparison of Multi-Krum and Multi-Krum + FEDQV under two targeted attacks, and examining the impact
of hyperparameters.

(a) The Deep Leakage from Gradients (DLG) Attack.

(b) The Gradient Invention (GI) Attack.

Figure 7: Visual Comparison of Images Reconstructed by Privacy Attacks (DLG and GI) on FEDQV with and without
SECAGG. The first row displays the original private training images from the targeted client. The second row illustrates
reconstructed images resulting from the privacy attacks (DLG and GI) on FEDQV without SECAGG. In the third row,
reconstructed images from the privacy attacks (DLG and GI) on FEDQV with SECAGG are presented. The use of
SECAGG is observed to contribute significantly to mitigating information leakage from the images.

5.10 Impact of Hyperparameters

As noted, Theorem 4.10 provides general guidelines for hyperparameters tuning. As shown in Remark 4.13, the error
rate is influenced by B and θ. To demonstrate the impact of these two hyper-parameters, we conduct a grid search
over B in [10, 20, 30, 40, 50] and θ in [0.1, 0.2, 0.3, 0.4, 0.5]. The setup is the same as on the MNIST dataset under the
backdoor attack with 30% malicious parties. Figure 6b illustrates the stability of the metrics ACC and ASR when
varying the hyperparameters B and θ. Specifically, as B increases, there is a discernible decline in ACC accompanied
by an increase in ASR, attributable to the augmented voting budget allotted to malicious parties. Conversely, an increase
in θ yields an elevation in ACC coupled with a reduction in ASR, as a higher threshold implies stricter acceptance
criteria for abnormal similarity scores. The optimal values of B and θ are determined to be 30 and 0.2, respectively.

We can see from Theorem 4.10, that the number of malicious devices m will affect the algorithm, and more malicious
devices can lead to increased damage. However, this does mean the server needs to know the number of malicious
devices to do the fine-tuning. We agree that determining optimal parameters can be challenging, especially in the
absence of complete knowledge about the FL system. A better tuning is possible if more information is available. For
specific tasks, more information can indeed be collected from which practical parameter sets can be extracted either
via exhaustive search or via simpler online algorithms using trial and error. We will add this to our future work and
consider it when we study particular domain-specific problems using our method.
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6 Defence against Privacy Attacks

To illustrate the compatibility of FEDQV with existing privacy-guaranteeing mechanisms, we integrate SECAGG[11]
into the FEDQV framework. Subsequently, we assess the framework’s resilience against privacy attacks, specifically the
Deep Leakage from Gradients (DLG)[8] and Gradient Inversion (GI) [9] attacks, with and without the incorporation of
SECAGG. Figure 7a provides visualisations of the reconstructed images by the DLG attack. In the absence of SECAGG,
the DLG attack can successfully recover approximately 8 out of 20 private images from the party. However, upon
integrating SECAGG, the DLG attack fails to recover any of the party’s images. Figure ?? presents visualisations of
the reconstructed images by the GI attack. Without SECAGG, the GI attack successfully recovers half of the private
images from the party. Yet, with SECAGG, the GI attack is unable to recover any party images, although it may vaguely
leak the overall shape of the image. These results highlight the efficacy of SECAGG in strengthening FEDQV against
privacy attacks, with the GI attack exhibiting a higher level of attack potency compared to the DLG attack. More details
regarding privacy attacks and implementations are provided in Appendix C.

7 Conclusion

In this paper, we have proposed FEDQV, a novel aggregation scheme for FL based on quadratic voting instead of 1p1v,
which is the underlying principle that makes the currently employed FEDAVG vulnerable to poisoning attacks. The
proposed method aggregates local models based upon the votes from a truthful mechanism employed in FEDQV. The
efficiency of the proposed method has been comprehensively analysed from both a theoretical and an experimental
point of view. Collectively, our performance evaluation has shown that FEDQV achieves superior performance than
FEDAVG in defending against various poisoning attacks. Moreover, FEDQV is a reusable module that can be integrated
with reputation models to assign unequal voting budgets, incorporate Byzantine-robust techniques, and employ privacy-
preserving mechanisms. This versatility provides robustness against both poisoning and privacy attacks, positioning
FEDQV as a promising complement to existing aggregation in FL.
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Appendix

A Proof of Theoretical Analysis

A.1 Proof of Theorem 4.9 and Theorem 4.10

A.1.1 Proof of Lemmas

Lemmas 4.5, Lemmas 4.6, Lemmas 4.7 and Lemmas 4.8 are all the lemmas we utilise during the proof of Theorem 4.9,
and we prove them in that order. Notice, Lemmas 4.5 are used in the proof Lemmas 4.6, and Theorem 4.9 is proved
using Lemmas 4.6, Lemmas 4.7 and Lemmas 4.8 in order.

Proof of Lemma 4.5

Proof. Let g(w) = ℓ(w) − ς
2 ∥w∥

2
2. Base on the Assumption 4.2, we have g(w) is (L − ς)-strongly convex. from

[63] Equation 3.6, we have

⟨∇ℓ(w1)−∇ℓ(w2),w1 −w2⟩ ≥
1

L
∥∇ℓ(w1)−∇ℓ(w2)∥22 (12)

Hence,

⟨∇g(w1)−∇g(w2),w1 −w2⟩ ≥
1

L− ς
∥∇g(w1)−∇g(w2)∥22 (13)

20



FEDQV: Leveraging Quadratic Voting in Federated Learning

Now We have

⟨∇
(
ℓ(w1)−

ς

2
∥w1∥22

)
−∇

(
ℓ(w2)−

ς

2
∥w2∥22

)
,w1 −w2⟩

≥ 1

L+ µ

∥∥∥∇(ℓ(w1)−
ς

2
∥w1∥22

)
−∇

(
ℓ(w2)−

ς

2
∥w2∥22

)∥∥∥2
2

(14)

And therefore

⟨∇ℓ(w1)−∇ℓ(w2),w1 −w2⟩ − ⟨ςw1 − ςw2,w1 −w2⟩

≥ 1

L− ς
∥(∇ℓ(w1)−∇ℓ(w2))− (ςw1 − ςw2)∥22 (15)

Refer to Assumption 4.1, we obtain

⟨∇ℓ(w1)−∇ℓ(w2),w1 −w2⟩ ≥
Lς

L− ς
∥w1 −w2∥22 −

2ς

L− ς
⟨∇ℓ(w1)−∇ℓ(w2),w1 −w2⟩

+
1

L− ς
∥∇ℓ(w1)−∇ℓ(w2)∥22

≥ − Lς

L− ς
∥w1 −w2∥22 +

1

L− ς
∥∇ℓ(w1)−∇ℓ(w2)∥22 (16)

Let ς = −µ, then we conclude the proof of Lemma 4.5.

Proof of Lemma 4.6

Proof. We have∥∥wt−1 − rt−1∇L(wt−1)−w∗∥∥2
2
=
∥∥wt−1 −w∗∥∥2

2
−2rt−1

〈
∇L(wt−1),wt−1 −w∗〉︸ ︷︷ ︸

A1

+ r2t−1

∥∥∇L(wt−1)
∥∥2
2︸ ︷︷ ︸

A2

(17)

For part A1 under the Assumption 4.2, Lemma 4.5 and Maclaurin inequality, we have

A1 = −2rt−1

N∑
i=1

pt−1
i

〈
∇ℓ(wt−1

i ),wt−1 −w∗〉
= −2rt−1

N∑
i=1

pt−1
i
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∇ℓ(wt−1

i ),wt−1 −wt−1
i

〉)
− 2rt−1
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pt−1
i
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∇ℓ(wt−1

i ),wt−1
i −w∗〉)

≤
N∑
i=1

pt−1
i
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r2t−1

∥∥∇ℓ(wt−1
i )

∥∥2
2
+
∥∥wt−1 −wt−1

i

∥∥2
2

)
−

2rt−1

N∑
i=1

pt−1
i

(
1
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∥∥∇ℓ(wt−1
i )

∥∥2
2
+

Lµ
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∥∥wt−1
i −w∗∥∥2
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)
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) N∑
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i )
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i

∥∥wt−1 −wt−1
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∥∥2
2
− 2rt−1Lµ
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2
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From Assumption 4.1 and Jensen inequality, we can derive:

∥∥∇ℓ(wt−1
i )−∇ℓ(w∗)

∥∥2
2
≤ L2

∥∥wt−1
i −w∗∥∥2

2
(18)

Hence for A1, by Jensen inequality and Equation 18, we have

A1 ≤
(
r2t−1 −

1

L+ µ

) N∑
i=1

pt−1
i

(∥∥∇ℓ(wt−1
i )
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2

)
+

N∑
i=1

pt−1
i

∥∥wt−1 −wt−1
i

∥∥2
2
− 2rt−1Lµ

L+ µ

∥∥wt−1 −w∗∥∥2
2

≤
(
r2t−1 −

1

L+ µ

) N∑
i=1

pt−1
i

∥∥wt−1
i −w∗∥∥2

2

+

N∑
i=1

pt−1
i

∥∥wt−1 −wt−1
i

∥∥2
2
− 2rt−1Lµ

L+ µ

∥∥wt−1 −w∗∥∥2
2

≤
(
r2t−1 −

2rt−1Lµ+ 1

L+ µ

)∥∥wt−1 −w∗∥∥2
2

+

N∑
i=1

pt−1
i

∥∥wt−1 −wt−1
i

∥∥2
2

Similar for A2, we have

A2 = r2t−1

∥∥∥∥∥
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2

Then we combine results of A1 and A2 for Equation 17, it follows that

∥∥wt−1 − rt−1∇L(wt−1)−w∗∥∥2
2
≤
(
r2t−1

(
1 + L2

)
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(19)

Proof of Lemma 4.7

Proof. For each E step FL necessitates a communication. As a result, for any t − 1 ≥ 0, ∃t∗ ≤ t − 1 that
t− t∗ ≤ E, t∗ ∈ T , accordingly ∀i, j ∈ St∗ ,wt∗

i = wt∗

j = wt∗ . Then, based on E ∥X− EX∥22 ≤ E ∥X∥22, Jensen
inequality and Assumption 4.3, we have
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E
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Proof of Lemma 4.8

Proof. Due to Assumption 4.4 and Algorithm 1, we have

E
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A.1.2 Proof of Theorem 4.9

Proof. In t round, due to m = 0, we have:∥∥wt −w∗∥∥2
2
=
∥∥wt−1 − rt−1M(wt−1)−w∗∥∥2

2
=
∥∥wt−1 − rt−1F(wt−1)−w∗∥∥2

2

=
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A
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B
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Where
M(wt−1) =

∑
i∈St−1

pt−1
i Mi(w

t−1
i )

Note that EC = 0. For the expectation of A, from Lemma 4.6 and Lemma 4.7, it follows that

E[A] = E
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(23)

We use Lemma 4.8 to bound B, we have
E[B] ≤ r2t−1 (1− 2θ) qNVw

√
B (24)

Hence, we have
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where
∆ = (E − 1)

2 G2w + (1− 2θ) qNVw
√
B

For the learning rate rt, ∃α > L+µ
2µL ,∃β > 0, such that rt = α

β+t ≤
1

L+1 . We use mathematical induction to prove the
following statement:
Proposition: ∀t ∈ N,E ∥wt −w∗∥22 ≤

γ
β+t , where γ = max

{
(L+µ)α2∆
2αµL−L−µ , β E

∥∥w0 −w∗
∥∥2
2

}
.

Let P (t) be the statement E ∥wt −w∗∥22 ≤
γ

β+t , we give a proof by induction on t.
Base case: The statement P (0) holds for t = 0:

E
∥∥w0 −w∗∥∥2

2
≤ γ

β

Inductive step: Assume the induction hypothesis that for a particular j, the single case t = j holds, meaning P (j) is
true:
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It follows that:
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− 2rtLµ+ 1

L+ µ

)
E
∥∥wj −w∗∥∥2

2
+ r2t∆

≤
(
1− 2Lµα

(L+ µ)(β + j)

)
γ

β + j
+

(
α

β + j

)2

∆

=

[
α2∆

(β + j)2
− 2αµL− L− µ

(β + j)2(L+ µ)
γ

]
+

β + j − 1

(β + j)
2 γ

≤ γ

β + j + 1
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Therefore, the statement P (j + 1) also holds true, establishing the inductive step. Since both the base case and the
inductive step have been proved as true, by mathematical induction the statement P (t) holds for ∀t ∈ N.

We choose α = L+µ
µL and β = 2 (L+1)(L+µ)

µL , and we have

γ =max

{
(L+ µ)α2∆

2αµL− L− µ
, β E

∥∥w0 −w∗∥∥2
2

}
≤ (L+ µ)α2∆

2αµL− L− µ
+ β E

∥∥w0 −w∗∥∥2
2

= α2∆+ 2(L+ 1)αE
∥∥w0 −w∗∥∥2

2

Then based on Assumption 4.1 and Taylor expansion, we have the quadratic upper-bound of L(·):

L(w1)− L(w2) ≤ (w1 −w2)
T∇L(w2) +

L

2
∥w1 −w2∥22

It follows that

EL(wT )− L(w∗) ≤ L

2
E
∥∥wT −w∗∥∥2

2
≤ γL

2(β + T )

≤ L

2α(L+ 1) + T

(
α2

2
∆ + α(L+ 1)E

∥∥w0 −w∗∥∥2
2

)
=

L

2φ+ T

(
φE

∥∥w0 −w∗∥∥2
2
+

α2

2
∆

)
Where

∆ = (E − 1)
2 G2w + (1− 2θ) CVw

√
B, φ = α (L+ 1)

A.1.3 Proof of Theorem 4.10

Proof. In the t round, we have:∥∥wt −w∗∥∥2
2
=
∥∥wt−1 − rt−1M(wt−1)−w∗∥∥2

2

=
∥∥wt−1 − rt−1F(wt−1)−w∗ + rt−1F(wt−1)− rt−1M(wt−1)

∥∥2
2

=
∥∥wt−1 − rt−1F(wt−1)−w∗∥∥2

2︸ ︷︷ ︸
A

+ r2t−1

∥∥F(wt−1)−M(wt−1)
∥∥2
2︸ ︷︷ ︸

B

+ 2rt−1

〈
wt−1 − rt−1F(wt−1)−w∗,F(wt−1)−M(wt−1)

〉︸ ︷︷ ︸
C

(26)

Where

M(wt−1) =
∑

i∈St−1

pt−1
i Mi(w

t−1
i )

For the expectation of A, from Theorem 4.9, it follows that

E[A] ≤ 1

2φ+ t

(
2φE

∥∥w0 −w∗∥∥2
2
+ α2∆

)
(27)
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For B, we have

E[B] = r2t−1

∥∥∥∥∥ ∑
i∈St−1

pt−1
i ∇ℓ(wt−1

i )−
∑

i∈St−1

pt−1
i Mi(w

t−1
i )

∥∥∥∥∥
2

2

= r2t−1

∥∥∥∥∥ ∑
i∈St−1

pt−1
i

(
∇ℓ(wt−1

i )−Mi(w
t−1
i )

)∥∥∥∥∥
2

2

≤ r2t−1

∥∥∥∥∥ ∑
i∈mN

pt−1
i

(
∇ℓ(wt−1

i )−Mi(w
t−1
i )

)∥∥∥∥∥
2

2

(28)

Where m is the percentage of the malicious parties.

Due to Equation 3, we have

θ ≤
〈
∇ℓ(wt−1

i ),Mi(w
t−1
i )

〉∥∥∇ℓ(wt−1
i

∥∥ · ∥∥Mi(w
t−1
i )

∥∥ ≤ 1− θ (29)

Thus,

θ
∥∥∇ℓ(wt−1

i )
∥∥∥∥Mi(w

t−1
i )

∥∥ ≤ 〈∇ℓ(wt−1
i ),Mi(w

t−1
i )

〉
≤ (1− θ)

∥∥∇ℓ(wt−1
i )

∥∥∥∥Mi(w
t−1
i )

∥∥ (30)

Due to this, we have ∥∥∇ℓ(wt−1
i )

∥∥2
2
− 2(1− θ)

∥∥∇ℓ(wt−1
i

∥∥∥∥Mi(w
t−1
i )

∥∥+ ∥∥Mi(w
t−1
i )

∥∥2
2

≤
∥∥∇ℓ(wt−1

i )−Mi(w
t−1
i )

∥∥2
2

≤
∥∥∇ℓ(wt−1

i )
∥∥2
2
− 2θ

∥∥∇ℓ(wt−1
i )

∥∥∥∥Mi(w
t−1
i )

∥∥+ ∥∥Mi(w
t−1
i )

∥∥2
2

(31)

Hence we have

θ(2− θ)
∥∥∇ℓ(wt−1

i )
∥∥2
2
+
∥∥(1− θ)

∥∥∇ℓ(wt−1
i )

∥∥− ∥∥Mi(w
t−1
i )

∥∥∥∥2
2

≤
∥∥∇ℓ(wt−1

i )−Mi(w
t−1
i )

∥∥2
2

≤ (1− θ2)
∥∥∇ℓ(wt−1

i )
∥∥2
2
+
∥∥θ ∥∥∇ℓ(wt−1

i )
∥∥− ∥∥Mi(w

t−1
i )

∥∥∥∥2
2

(32)

Hence,

θ(2− θ)
∥∥∇ℓ(wt−1

i )
∥∥2
2
≤
∥∥∇ℓ(wt−1

i )−Mi(w
t−1
i )

∥∥2
2

(33)

Due to the Triangle Inequality, we have√
θ(2− θ)

∥∥∇ℓ(wt−1
i )

∥∥ ≤ ∥∥∇ℓ(wt−1
i )−Mi(w

t−1
i )

∥∥ ≤ ∥∥∇ℓ(wt−1
i )

∥∥+ ∥∥Mi(w
t−1
i )

∥∥ (34)

It follows that: (√
θ(2− θ)− 1

)∥∥∇ℓ(wt−1
i )

∥∥ ≤ ∥∥Mi(w
t−1
i )

∥∥ (35)

By incorporating Equation 32 and leveraging the AM-GM inequality, we can derive the following expression∥∥∇ℓ(wt−1
i )−Mi(w

t−1
i )

∥∥2
2
≤ (1− θ2)

∥∥∇ℓ(wt−1
i )

∥∥2
2
+
∥∥θ ∥∥∇ℓ(wt−1

i )
∥∥− ∥∥Mi(w

t−1
i )

∥∥∥∥2
2

≤
(
1− θ2 +

(
1 + θ +

√
θ(2− θ)

)2)∥∥∇ℓ(wt−1
i )

∥∥2
2

≤
(
4 + 6θ − θ2

) ∥∥∇ℓ(wt−1
i )

∥∥2
2

(36)

Therefore,

E[B] ≤ r2t−1

∥∥∥∥∥ ∑
i∈mN

pt−1
i

(√
4 + 6θ − θ2

∥∥∇ℓ(wt−1
i )

∥∥)∥∥∥∥∥
2

2

≤
(
4 + 6θ − θ2

)
m2N2r2t−1G2w (37)
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Hence for C, we have

E[C] ≤
2mNGwr2t−1

√
4 + 6θ − θ2

2φ+ t

(
2φE

∥∥w0 −w∗∥∥2
2
+ α2∆

)
(38)

Then based on Assumption 4.1 and Taylor expansion, we have the quadratic upper-bound of L(·):

L(w1)− L(w2) ≤ (w1 −w2)
T∇L(w2) +

L

2
∥w1 −w2∥22

It follows that

EL(wT )− L(w∗) ≤ L

2
E
∥∥wT −w∗∥∥2

2

≤ L+ 2LrT−1ϖ

2φ+ T

(
φE

∥∥w0 −w∗∥∥2
2
+

α2

2
∆

)
+

Lϖ2

2

Where φ = α (L+ 1), ϖ = mNGwrT−1

√
4 + 6θ − θ2

A.2 Proof of Theorem 4.17

A.2.1 Lemmas

Lemma A.1. f is monotone: : ∀v−i and ∀v′

i > vi, if f(vi, v−i) ∈Wi, then f(v
′

i, v−i) ∈Wi.

Lemma A.2. In FEDQV, ∀i, vi, v−i that f(vi, v−i) ∈Wi, we have that pi(vi, v−i) = Φi(v−i), where Φi is the critical
value of a monotone function f on a single parameter domain that Φi(v−i) = supvi:f(vi,v−i)/∈Wi

vi.

A.2.2 Proof of Lemmas

Proof of Lemmas 4.15

Proof. ∀v−i and ∀v′

i > vi, based on the voting scheme, if the party i who submit si join the aggregation with vi, which
means f(vi, v−i) ∈Wi, then this party can also submit ∀s′

i < si that lead to v
′

i > vi, and still join the aggregation. In
other words, f(v

′

i, v−i) ∈Wi. Thus, f is monotone.

Proof of Lemmas 4.16

Proof. The number of parties is C in each round. In voting scheme that follows Equation 3, the parties whose si ≤ θ
and si ≥ 1− θ pay 0 credits voice. After Equation 4, the parties with 0 credit voice or 0 budget gain 0 vote. Assuming
there are the top k(k < C) parties in ranking whose payments are cj∈k (cj∈k > 0). Notice in FEDQV, the payment
function pi(vi, v−i) = ci = v2i .

∀j ∈ k, if party j pays c
′

j > pj(vj , v−j) = Φi(v−i) = supvi:f(vi,v−i)/∈Wi
vi, it will still remain in top k and join the

aggregation. On the other hand, if party j pays c
′

j < pj(vj , v−j) = Φi(v−i), then it will be replaced by the party
k + 1 in the ranking, and party j will not be able to join the aggregation regardless of whether party k + 1 joins or
not. As a result, in order to participate in the aggregation, the parties need to pay critical value, that is, ∀i, vi, v−i that
f(vi, v−i) ∈Wi, we have that pi(vi, v−i) = Φi(v−i)

A.2.3 Proof of Theorem 4.17

Proof. According to Theorem 9.36 [41]: a normalised mechanism on a single parameter domain is incentive compati-
ble(truthful) if and only if:
(i) The selection rule is monotone.
(ii) For every party i participants in the aggregation (vi > 0) pays the critical value Φi(v−i) = supvi:f(vi,v−i)/∈Wi

vi.
The first condition (i) and the second one (ii) are proofed in Lemma 4.15 and Lemma 4.16 respectively. Thus, the
proposed scheme FEDQV is incentive-compatible (truthful).
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B More Experimental Results

B.1 More Experimental Details

Platform Configurations. Our simulation experiments are implemented with Pytorch framework [64] on the cloud
computing platform Google Colaboratory Pro (Colab Pro) with access to Nvidia K80s, T4s, P4s and P100s with 25 GB
of Random Access Memory.

Table A1 shows the default setting in our experiments.

Table A1: Default experimental settings
Explanation Notation Default Setting

Budget B 25
Similarity threshold θ 0.1

The number of parties N 100
The fraction of selected parties C 10
The number of total steps T 500
The number of local epochs E 5
Learning rate r 0.01
Local batch size b 10
Loss function L(·) Cross-entropy
Repeating times 3

B.2 Extra Experimental Results Under Small Percentages of Attackers.

To investigate FEDQV’s behaviour in scenarios with finer gradations, we evaluated it with small, realistic percentages
of attackers. Specifically, we examined the performance of Trimmed-Mean and Trimmed-Mean Integrated with
FEDQV under two attacks, including Backdoor and QV-Adaptive, with 1%, 5%, and 10% attackers. The results

Trimmed-Mean Trimmed-Mean-QV

Backdoor ACC(%)/ASR(%) ACC(%)/ASR(%)
1% 84.99/0.57 85.67/0.52
5% 84.83/0.93 85.66/0.46

10% 85.45/2.27 85.06/1.79

Qv-adaptive ACC(%) ACC(%)
1% 84.13 86.38
5% 83.88 85.51

10% 79.49 85.74
30% 10.00 73.95
50% 10.00 10.00

Table A2: Comparison of Trimmed-Mean and Trimmed-Mean Integrated with FedQV Methods under Targeted Attacks
(Backdoor and QV-Adaptive) Across Varying Percentages of Malicious Parties.

in Table A2 indicate that even under these small, realistic percentages of attackers, Trimmed-Mean integrated with
FEDQV consistently outperforms Trimmed-Mean alone. The small percentage of attackers did not significantly impact
the performance of the models, with almost unaffected accuracy (ACC) and a small attack success rate (ASR). This
outcome underscores that integration with FEDQV enhances the robustness of the original defence mechanism across
varying threat levels.

B.2.1 Under Different Non-IID Degree.

we have examined the performance of FEDQV and FEDAVG across varying degrees of non-IID data, ranging from 0.1
to 0.9, as depicted in Table A3. These results demonstrate that as the non-IID degree increases among the parties, the
performance of the global model declines. Notably,FEDQV consistently maintains a superior performance compared to
FEDAVG, even when confronted with different degrees of data heterogeneity under attack conditions.
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Non-IID 0.1 0.3 0.5 0.7 0.9

FedQV ACC(%) 84.94 86.01 83.88 81.37 75.96
ASR(%) 3.39 4.55 17.64 20.59 24.18

FedAvg ACC(%) 81.27 81.1 82.44 80.77 65.68
ASR(%) 3.37 13.39 20.84 22.99 60.35

Table A3: Comparison of Accuracy (ACC) and Attack Success Rate (ASR) for FedQV and FedAvg under Backdoor
Attack over 100 epochs with varying Non-IID Degrees on Fashion-MNIST Dataset.

C More Details of Defence against privacy attacks

C.1 Privacy Attack Algorithms

We mount the Deep Leakage from Gradients (DLG) attack [8] and the Gradient Inversion (GI) attack [9] on FEDQV.
These attacks aim to generate dummy data and corresponding labels by leveraging a gradient-matching objective. The
detailed algorithms are outlined in Algorithm 3.

Algorithm 3: DLG and GI Attacks
1 Input: F (Di;w

t
i): model at round t from targeted user i; learning rate η for inverting gradient optimiser; S: max

iterations for attack; τ : regularisation term for cosine loss in inverting gradient attack; d:the model size
2 Output: reconstructed training data (Di, yi) at round t
3 Initialise D′

0 ← N (0,1), y′0 ← Randint(0,max(y))
4 for s← 0,1, ... S − 1 do
5 ∇w′

s ← ∂ℓ(F (D′
s,w

t
i), y

′
s)/∂w

t
i

6 switch Case do
7 case DLG attack do L′

s ←∥ ∇w′
s −∇wt

i ∥2
8

9 case GI attack do L′
s ← 1− ∇wt

i ·∇w′
s

∥∇wt
i∥∥∇w′

s∥
+ τ

10

11 D′
s+1 ← D′

s − η∇D′
s
L′
s, y′s+1 ← y′s − η∇y′

s
L′
s

12 return D′
S , y

′
S

C.2 Implementing SECAGG in FEDQV

Our approach is in line with other securely aggregated FL designs consisting of three main stages: 1) Setup; 2)
Generation and Protect; and 3) Aggregate. Our integration of secure aggregation to FEDQV is depicted in Figure A1.
We further discuss its details below:

Stage 0 (Setup). In this stage, the server and the partis compute SECAGG.Setup and initialise FEDQV by having the
server send values of the protocol’s parameters to each party, i.e. wt−1.

Stage 1 (Generation and Protect). After the setup and initialisation stage, each party first computes its local model
wt

i as in FEDQV and computes its sti. Later, it transmits the message ⟨|Di|, sti⟩. Upon receiving ⟨|Di|, sti⟩, the server
computes vti as in Equation 4 and transmits vti to the corresponding party. Then party i first computes wt

i · vti and
protects its input wt

i · vti by treating it an input to the SECAGG.Protect as [wt
i ] = wt

i · vti + ki + bi. Party i sends [wt
i ]

to the server.

Stage 3 (Aggregate). Upon receiving [wt
i ], the server first calls SECAGG.Aggregate as described previously which

returns the sum of all wt
i . The server requires one more step to finalise by multiplying the sum retrieved by 1∑N

i=1 vt
i

, as

it is the sole entity possessing complete knowledge of all vti .
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  Setup

Generate and Protect

Aggregate

Figure A1: Overview of implementation of the SECAGG protocol in FEDQV.
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Abstract—We present a novel technique for modulating the
appearance frequency of a few tokens within a dataset for
encoding an invisible watermark that can be used to protect
ownership rights upon data. We develop optimal as well as fast
heuristic algorithms for creating and verifying such watermarks.
We also demonstrate the robustness of our technique against
various attacks and derive analytical bounds for the false positive
probability of erroneously “detecting” a watermark on a dataset
that does not carry it. Our technique is applicable to both single
dimensional and multidimensional datasets, is independent of
token type, allows for a fine control of the introduced distortion,
and can be used in a variety of use cases that involve buying and
selling data in contemporary data marketplaces.

Index Terms—Intellectual property, digital rights management,
watermarking, ownership rights, data economy

I. INTRODUCTION

Data-driven decision making powered by Machine Learning
(ML) algorithms is changing how society and the economy
work. ML is driving up the demand for data in what has
been called the fourth industrial revolution. To satisfy this
demand, several data marketplaces (DMs),which are mediation
platforms aiming to connect the two primary stakeholders of
the data value chain, namely the data providers/sellers and the
data buyers [1], have appeared in the last few years.
The problems: Unfortunately, as with all digital assets, being
able to copy/store/transmit datasets with close to zero cost
makes creating illegal copies very easy. Even worse, unlike
media content and software, the issue of ownership is less
obvious when it comes to datasets. Any movie, song, e-
book, or software can usually be attributed to a director,
musician, author, or company, respectively, but this is hard to
do for large datasets. These large datasets in data economy are
traded in a wholesale manner that involves large numbers of
tuples/rows. Consider an anonymised mobility dataset logging
the movement of people in a city. Such a dataset may have
been produced by collecting GPS readings from the smart-
phones of individuals using a map application, or it may be
deduced by analysing cell phone traces [2] or Call Description
Records (CDRs) maintained by mobile operators. Deployment
of advanced privacy enhancing technologies (PETs) such as
multiparty computation [3], (fully) homomorphic encryption
[4], functional encryption [5], and trusted execution environ-
ments [6] can protect data from leaking in the first place and
allow (pre-agreed) computations on data without hampering
the functioning of the data-driven economy, e.g., private set

§Work done while the author was affiliated with IMDEA Networks Institute.

computation [7], encrypted databases [8], secure computation
[9], secure data aggregation [10], and verifiable databases
[11]. However, most such approaches face serious scalability
challenges that hamper their deployment in real-world use-
cases. An alternative to deploying PETs solutions, is to rely
on purely legal tools and terms and conditions to protect data
ownership in the context of the new data economy [12]. In fact,
most DMs do exactly that – trade plaintext versions of entire
data [1, 13, 14] assuming that the different parties will abide
to pre-agreed terms and conditions. With weak to nonexistent
ownership guarantees by technical means, it is difficult to
imagine that the data economy will ever flourish and reach
its projected potential [15]. Indeed, any sold copy of a dataset
can be ‘pirated’ by a buyer-turned-seller that can then resell
the same dataset in a DM thereby undercutting the rightful
owner and rendering its investment useless.

Watermarking is a well-known technique for protecting
ownership upon copying and unauthorized distribution, ini-
tially proposed for protecting digital media [16, 17] and soft-
ware [18]. Watermarking techniques for datasets [19, 20, 21]
and machine learning models [22] have been proposed re-
cently. Watermarking generally consists of two algorithms:
generation (or embedding) and detection. The generation
allows an owner to embed an invisible (or visible) watermark
into their data using a high entropy (watermarking) secret
and produces a watermarked version of the data introducing
tolerable distortion without degrading the data utility. During
the detection algorithm, the owner proves its ownership on the
suspected data (even if it is modified) using the same water-
marking secret generated during the watermark generation. If
the result of the detection is 1 (or accept), the owner can use
it to prove their ownership on the (suspected) watermarked
data. A watermarking scheme is assumed to be secure against
the guess attack (where an attacker tries to expose the water-
marking secret) and robust against (un)intentional alterations/-
modifications (i.e., a watermark should be still detectable even
under attacks such as [20, 23, 24, 25, 26, 27, 28]).
Limitations of existing watermarking techniques: Water-
marking techniques, depending on the nature of their appli-
cation, may have very different objectives, e.g., numerical
database watermarking controlling the distortion on mean
and standard deviation [21], reversible watermarking allowing
owners to reconstruct the original data [29], watermarking
text datasets preserving the meaning of a text [30] and/or
the frequencies of the words [31], categorical watermarking
preserving the (predefined) categories (e.g., gender) of a



dataset [32]. All these solutions focus on a specific data
type in a specific domain [23, 33]. Another limitation of
theirs relates to the level of control they offer to the user
in terms of controlling the distortion introduced upon the
original data due to the watermark. There are, for example,
techniques that maintain the mean and the standard deviation
of a numerical field [20, 34, 35] but, as we will show
later, this can lead to arbitrary large distortion between the
original and the watermarked data when considering the entire
distribution of values that goes beyond the mean and the
standard deviation. To address these limitations, we introduce a
novel watermarking technique that can be implemented over a
wide range of data types and structures (with some constraints
that will be explained later) while giving the data owner very
precise control over the introduced distortion.
A novel watermarking technique for data: In this paper, we
present a novel Frequency Watermarking technique, henceforth
FreqyWM, 1 for hiding a secret within a dataset in a manner
that makes the said secret indistinguishable from the data
that it protects. The main idea behind FreqyWM is to modify
slightly the appearance frequency of existing tokens within a
dataset in order to create a secret in the form of a complex
relationship between the frequencies of different tokens. By
making this relationship complex enough, we can reduce the
probability that it appeared by chance close to zero. Therefore,
by revealing knowledge of such secret relationship, a party
can claim ownership over a dataset because the only practical
way of knowing such a secret is to have inserted it in the
data in the first place. A token may be a word, a database
record, a URL, or any repeating value within a structured or
semi-structured commercial dataset. Our secret is created by
first selecting a number of token pairs. Then, for each pair, we
slightly modulate the frequency counts of its tokens in order to
make their difference yield zero under modulo N arithmetic.
This can be easily done by adding or removing some instances
of one, the other, or both tokens. By increasing the number of
selected pairs we can make our watermark more resistant to
attacks, as well as less likely to have appeared by chance.

FreqyWM can achieve several things. First and foremost, by
revealing knowledge of the secret encoded by the watermark, a
data seller can prove rightful ownership of a dataset to a third
party, such as a DM. This can be used to distinguish a rightful
owner from a pirate that may attempt to monetize a pirated
dataset in a DM. If the DM, or the rightful owner detects
such an event, the dataset can be removed and the pirate be
banned. This would mimic what web-sites like YouTube do to
protect copyrighted content. Detecting the presence of pirated
copies can be achieved using content similarity [36], locality
sensitive hashing [37, 38] and even hashing similarity [39] that
go beyond the scope of watermarking.

In addition to proving ownership, our watermarking tech-
nique can also reveal who may have leaked (copied/pirated)
a dataset in the first place. A dataset seller or a DM may
create a different watermark for every buyer and in addition to

1Freqy pronounced as freaky.

encoding it into the data, store also a description of it in some
immutable index (e.g., a blockchain). Then, if an unauthorized
copy of the dataset is found at a latter point, the culprit can
be identified by looking up its watermark against this index.
Our major contributions are as follows:
• Our first contribution is the idea of using the appearance fre-
quency of tokens to encode invisible watermarks upon datasets
traded in DMs. We establish a family of such watermarks
using frequency pairs and modulo arithmetic and prove that
creating an optimal FreqyWM reduces to solving a Maximum
Weighted Matching (MWM) problem [40, 41] combined with
a polynomial special version of the 0/1 Knapsack problem [42]
involving items of equal value but different weights.
•We extend frequency-based watermarking to make it resilient
against a series of attacks. In particular, we protect our
technique against a Guess Attack attempting to identify our
watermarked pairs and secrets to impersonate the rightful
owner. We make such an attack computationally hard by intro-
ducing a high-entropy secret while generating the watermark.
We also protect against a Re-watermarking Attack mounted
by having a pirate inject its own watermark upon an already
watermarked dataset, and then present the former as a false
proof of ownership. We thwart such an attack by describing a
simple protocol capable of ordering chronologically multiple
watermarks that may be carried by different versions of the
same dataset. We protect against a Destroy Attack attempting
to destroy our watermark by changing the frequency of differ-
ent tokens in the dataset. By relaxing our modulo arithmetic
rule used during the verification of a particular watermark pair,
as well as the percentage of pairs to be detected before the
entire watermark is verified (accepted), we oblige the attacker
to effectively also destroy the actual data in the process of
destroying the watermark. Finally, we show that our technique
is robust to a Sampling Attack in which the attacker attempts
to pirate only a random sample of the watermarked data.
• Our final contribution is an extensive performance evaluation
study aiming to explain the impact of the main parameters of
FreqyWM on major performance metrics under different attack
scenarios using synthetic and real world datasets.
The main findings of our evaluation are as follows:
• We show that as long as there exists sufficient variation
in the frequencies of different tokens, FreqyWM can encode
robust watermarks with minimal distortion on the initial data.
Our technique does not apply to uniform token appearance
frequencies, because in this case there does not exist sufficient
gap between different frequencies for encoding a watermark.
• Regarding the false positive probability, i.e., “detecting” a
watermark on a dataset that does not carry it, our analytical
bounds (in the form of closed form expressions) show that it
quickly goes to zero as we increase the number of pairs.
• We demonstrate that a Guess Attack has negligible prob-
ability of success, thereby making it impossible for almost
all practical cases. On the up side, the rightful owner or any
party, that is given the watermarking secret for verifying the
watermark, can do that very fast in linear time complexity.



• Regarding Sampling Attacks, we show that with the excep-
tion of very small samples, our detection algorithm is capable
of detecting our watermark. Achieving this requires using the
relaxed detection algorithm that trades robustness to attacks
with false positives. For example, on a sample of 20% and
with thresholds that impose tiny false positive probability, the
detection probability exceeds 90%.
• In terms of Destroy Attacks, we show that a watermark that
imposes (costs) a tiny 0.0002% distortion on the original data,
remains detectable even under attacks that add random noise
that imposes a 90% modification.
• Compared to existing solutions from the literature [30, 35]
that are applicable only to numerical data and preserve only
the mean value of the watermarked data, FreqyWM allows a
data owner to control the exact amount of distortion introduced
by the watermark in terms of cosine or other similarity metrics
which, under [30, 35] may become unbounded. For example,
a FreqyWM watermark that imposes only 0.0002% distortion
in terms of cosine similarity, is stronger than watermarks
from [35] and [30] that impose 46.72% and 4% distortion,
respectively under the same metric.

II. RELATED WORK

Database watermarking is the closest type of watermarking
to our work. There are of course other types of watermarking
and fingerprinting (when an owner generates a unique water-
mark for each intended party, e.g., buyers/data marketplaces),
for example, for sequential [43] and genomic datasets [44].
However, as they focus on specialized types of data, we do
not go into more details about them. Survey papers such
as [23, 33, 45, 46] compare database watermarking techniques
in terms of verifiability, distortion, supported data types, and
other aspects. Many of these solutions are applicable only
to numerical data and thus cannot be applied to a range of
commercial datasets, e.g., to web-browsing click-streams.

The first known watermarking technique for relational data
is a numerical database watermarking approach [20]. The
watermark information is normally embedded in the Least
Significant Bit (LSB) of features of relational databases to
minimize distortion. Other numerical database watermarking
solutions introduce distortion by considering the statistics of
numeric values [34, 35, 47, 48, 49]. The proposed solutions
in [20, 35] focus on keeping the change at minimum (i.e.,
median and standard deviation). However, numerical database
watermarking unfortunately cannot be applied to datasets
composed of string and numerical values (e.g., CDRs, web-
browsing history) that we handle in our work.

Distortion-free database watermarking schemes have also
been proposed [50, 51] that introduce fake tuples or columns
in the original database. The fake tuples or columns are created
based on a watermark secret by computing a secret function
which makes watermarking visible and easy to remove. How-
ever, an attacker can remove the watermark with minimum
computational power, making these approaches inapplicable
to our case. Reversible watermarking allows owners to recon-
struct the original data used for watermarking on the top of

watermark verification [29, 30, 49, 52, 53, 54, 55, 56, 57].
They have similar properties as other relational watermarking
techniques (e.g., private key based, robust, introducing distor-
tion).

Categorical watermarking [32] is another watermarking
approach that replaces tokens in a dataset with another token
in the same category. However, this causes an undesired
distortion and requires predefined categories (e.g., gender,
clothing size) in the data. Consequently, its applicability on
datasets consisting of different data types is limited. Text
watermarking [30, 31] is for text files where it changes a token
(e.g., by replacing a word with another similar word) trying to
preserve the meaning of a text [30] and/or the frequencies of
the words [31]. However, assume the dataset is a list of URLs
visited by the owner, then this (insecure) change/replacement
may invalidate a token (e.g., causing an invalid URL).

In the context of datasets in our use case, while prior
works try to minimize the amount of distortion on median,
average, or first moments of the distribution of a feature, the
owner can limit the exact distortion between the original and
the watermarked dataset as reflected by distance metrics that
capture the shape of the entire distribution of a feature. Our
results in Section IV-D have shown that the latter can deviate
arbitrarily if an owner tries to control only the first most
important moments.

III. FREQUENCY-BASED WATERMARKING

In this section we provide an overview of FreqyWM and the
notations used throughout the paper in Table I.

Do The original data to watermark.
Dw Watermarked (data) version of Do.
tki ith token.
fo
i Frequency of ith token in Do.

fw
i Frequency of ith token in Dw .
R A high entropy secret.

Lwm A list of chosen token pairs for watermarking.
Lsc A list of secrets required for watermark detection.
Le A list of eligible token pairs for watermarking.
k Threshold for detecting a watermark.
t Threshold to accept a pair as watermarked.
b A budget threshold for distortion that watermarking can introduce.

TABLE I: Notation.

Running Example. To provide the intuition behind our
watermarking approach, assume a scenario where an owner
holds a real click-stream dataset consisting of visited URLs
(e.g., the dataset by [58]). Such datasets are desired by modern
data analytic-based applications [59] where their frequency
histograms (e.g., the number of clicks/visits, popularity of
likes in social networks) are used as an essential source of
information. For instance, assuming the appearance frequen-
cies (histogram) visualized in Figure 1 via a tabular form,
the most frequent token is youtube.com, the second one
is facebook.com, and so forth. After watermarking, it is
important that the ranking of the tokens based on the frequency
shall not change while the frequency appearances can be
modified. For instance youtube.com shall be the most fre-
quent URL (token) visited in the watermarked dataset. Another
important distortion metric on the histogram is similarity. It



is important that owners shall have control over the change in
similarity. Since the similarity metric can be varied depending
on the application that a dataset will be used, owners can
assign a budget to determine the minimum similarity desired
on the frequency distribution after watermarking. Based on
the above, we derive two natural constraints on the data
utility to allow an owner to control distortion, without limiting
watermarking to a specific data type:
• Ranking Constraint: Watermarking should preserve the rank-
ing of token frequency distribution (histogram). Preservation
of ranking does not of course imply that frequencies of individ-
ual tokens need to remain intact. • Similarity Constraint: The
similarity between original and watermarked frequency distri-
butions (histograms) should not be any less than (100− b)%
where b is a budget. Input b is determined by the owner to
keep distortion due to watermark generation within b. 2

To satisfy these constraints and overcome the shortcoming
of existing watermarking techniques, we introduce a new
private-key based watermarking scheme, FreqyWM, that is
blind (does not require the original data), primary-key free
(does not need attributes that uniquely specify a tuple in a
relation in a dataset), robust, and secure against guess, sam-
pling, destroy, and false-claim attacks with a high utility and
a good trade-off between the complexity of the transformation
and algorithmic efficiency of the solution.

A. Overview of our Approach

FreqyWM consists of two main algorithms: the water-
mark generation algorithm, WMGenerate, and the water-
mark detection algorithm, WMDetect. WMGenerate gen-
erates watermarked data based on a budget b capturing how
much the watermarked data may differ from the original
one, e.g., in terms of cosine (or other) similarity metrics of
their corresponding token frequency distributions. By calling
WMGenerate, the owner creates a watermarked version of
their data consisting of tokens such that ownership can be
proved. WMDetect detects if a suspected dataset holds the
watermark of the owner using the owner secrets produced by
WMGenerate and two thresholds (k and t). If WMDetect
outputs accept/verified, this evidence would prove that the
owner can claim ownership of the watermark and thus the data.
By nature, WMDetect can be computed as many times as
desired in private while it can be computed only once in public,
because it would mean that the potential data owner shall
reveal the secret leading to such watermark to the public (or
whomever must verify it, e.g., a judging third party). As part
of our future work, we are also looking at public verifiability
without revealing the private key (Section VII).

We describe the general idea behind FreqyWM, illustrated
in Figure 1. We use our running example. Of course, our
technique is general and can be applied to any repeating token
beyond just URLs, as we explain in Section IV-C.
Watermark Generation. Assume that the data owner holding

2Although in our experiments we use cosine similarity, any similarity
metrics can be deployed without any loss of security and change in FreqyWM.

a list of URLs visited creates a dataset Do using the domain
of each URL in the list as a token and sets a budget b for the
similarity constraint. WMGenerate has the following steps:
• Histogram Generation. Since FreqyWM aims to preserve the
appearance frequency of tokens, it first creates a histogram of
the original dataset Do such that it sorts all unique tokens in
descending order of their frequency (e.g., YouTube is the most
visited, Facebook is the second, and so on).
• Generation of Eligible Tokens. FreqyWM cannot modify
the frequencies randomly because of the ranking constraint.
Therefore, it identifies a list Le of eligible pairs of tokens that
are candidates to be watermarked using some secret R.
• Optimal Selection. With the identification of eligible pairs,
FreqyWM ensures that the ranking is preserved after wa-
termarking. However, the similarity constraint is yet to be
satisfied. To keep the similarity at least at (100 − b)%,
FreqyWM selects pairs of tokens from eligible pairs for water-
marking, denoted by Lwm, based on the budget constraint b.
For this purpose, FreqyWM benefits from solving two well-
known problems: Maximum Weight Matching (MWM) and
Equally Valued 0/1 Knapsack problem (QKP). To do so,
eligible pairs are converted to a graph representation where
vertices represent a token, and an edge represents a pair.
FreqyWM applies Maximum Weight Matching to the graph
representation (discussed in detail later). By applying MWM,
FreqyWM selects the pairs from eligible pairs requiring the
minimum change in total; however, it does not necessarily
mean that the similarity between the original histogram and
watermarked histogram will be at least (100−b)%. To choose
another set of pairs satisfying the Ranking Constraint from the
pairs derived after MWM, an Equally Valued 0/1 Knapsack
problem needs to be solved. The more the token pairs are
selected to watermark, the more robust FreqyWM is, since the
number of tokens to attack (e.g., remove/identify) increases.
To fulfill the budget b, QKP selects a maximum number of
pairs such that the similarity between the original frequency
histogram and the watermarked one is at least (100− b)%.
• Frequency Modification. Until now, FreqyWM determines
the final pairs of tokens for watermarking but frequency
appearances are yet to be modified to create the watermarked
histogram. Therefore, FreqyWM modifies the frequencies of
the selected tokens where the frequencies of a pair of tokens
would be equal to 0 (as a watermark embedding rule) in
some modulo that is calculated based on secrets and tokens
in the pair. To make it more comprehensible and show how
the modifications occur, let us assume that the frequencies of
a chosen pair, e.g., youtube.com and instagram.com,
are 1098 and 537, respectively. Assume also that a modulo
value, say 129, is computed based on the secrets and the
tokens (e.g., youtube.com and instagram.com). The
difference between the two frequencies in modulo 129 is 45.
To set the difference to 0, we need to change the appearance
frequencies for Youtube and Instagram in the dataset. 45 is
divided (by 2) as 23 (by ceiling) and 22 (by flooring). The
new frequencies of youtube.com and instagram.com
need to become 1098 − 23 = 1075 and 537 + 22 = 559
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Fig. 1: FreqyWM illustrated based on a (Top Level Domain, TLD) URL dataset. URLs chosen as a pair for watermarking are represented
with the same colored frequencies (e.g., Youtube and Instagram) while the ones not selected are colored black (e.g., CNN).

such that (1075 − 559) mod 129 ≡ 0. We can do that
by removing 23 instances of Youtube from the dataset, and
adding 22 more instances of Instagram. However, when the
remainder (i.e., (1098 − 537) mod 21 ≡ 16) is greater than
half of the modulo, we add the modulo result calculated as
(⌈(1098− 537)÷ 21⌉)× (1098− 537) to the difference. This
way, we never have to eliminate remainders that exceed half
of the modulo. As it will be evident in the next section, this
observation enables us to determine eligible tokens.
• Data Transformation. FreqyWM adds/removes tokens based
on the frequencies and produces a watermarked dataset Dw.
Watermark Detection. An owner wishes to verify if a
(watermarked) dataset D′

w (a modified version of Dw) is
watermarked by using the secrets stored from the watermark
generation. To determine the confidence level in the detection
(e.g., the minimum number of detected watermarked tokens),
the owner provides some threshold values (k and t). With the
watermarking secret and the thresholds, the detection returns
accept/verified or reject.

Algorithm I: Watermark Generation

Input: Do, b
Output: Dw, Lsc

Dhist
o = Preprocess(Do)

R← {0, 1}λ , z ← Z+

foreach {tki, tkj}i̸=j ∈ Do do
sij = H(tki||H(R||tkj)) mod z

end
Le ← Eligible(Dhist

o , {sij})
Lwm ← OptMatch(Dhist

o , Le, {sij}, b)
foreach {tki, tkj} ∈ Lwm do

Dhist
o .Update(fw

i , fw
j , sij)

end
Dw ← Create(Dhist

o , Do)
Lsc = {Lwm, R, z}
Result: Dw, Lsc = {Lwm, R, z}

B. Detailed Description of FreqyWM
1) Watermark Generation: The data owner holds the orig-

inal data Do and defines a budget b that decides how much
distortion a watermark can introduce. For comprehensibility,
assume that Do is a single-dimensional dataset, e.g., a dataset

with one attribute (see Section IV-C for how to apply Fre-
qyWM to multi-dimensional datasets). Do consists of repeating
values called tokens that can be of any data type, which enables
FreqyWM to be data-type agnostic. The goal of watermarking
is to generate the optimal watermark, i.e., with the largest
number of watermarked pairs within the given budget b.

The generation algorithm (Algorithm I) follows these steps:
Histogram Generation: It pre-processes Do to generate a
histogram Dhist

o = Preprocess(Do). Dhist
o consists of a set

of tokens, {tk0, . . . , tk|Dhist
o |} (e.g., tk0 =youtube.com)

where each tki has an (original) appearance frequency fo
i

(e.g., there are 1098 YouTube visits). The histogram Dhist
o

is sorted in a descending order of frequency. To keep the
distortion introduced by the watermark at minimum (e.g., after
watermarking, YouTube is still the most visited, followed by
Facebook, although their frequencies may have changed), we
calculate two boundaries for each token tki: an upper bound-
ary ui and a lower boundary li. The boundaries allow us to
determine how much change we can introduce to the token and
whether a token pair is eligible as explained later. Naturally,
for the token with the highest frequency in the histogram, it
is u0 = ∞ because we can increase the frequency of tk0 as
much as we want, while the lower boundary of the last token,
tk|Dhist

o |−1, is set to its frequency as l|Dhist
o |−1 = f|Dhist

o |−1

because we can remove at so many appearances. For the rest
of the boundary calculations of each token tki, ui is defined
as the difference between fo

(i−1) and fo
i , while li is assigned

as fo
i − fo

(i+1). Note that once the boundaries are set, they
remain same until frequency modification.3

Generation of Eligible Tokens: In cryptography, λ ∈ N is a
security parameter, i.e., a variable measuring the probability
with which an adversary can break a cryptographic scheme
[60]. In other words, λ provides a way of measuring how
difficult it is for an adversary to break a cryptographic scheme.
FreqyWM requires randomization to be secure by ensuring
that an attacker has only negligible advantage to recover the
watermark and create collision for false claim (e.g., coming
up with another watermarking secret which returns accept on

3The frequencies of some tokens may have high importance. An owner can
filter the dataset and exclude them from watermarking.



data not watermarked by it). Thus, we choose a hash function
to overcome the collision. In detail, a hash function H (chosen
from a family of such functions) is a deterministic function
from an arbitrary size input to a fixed size output, denoted
H : {0, 1}∗ → {0, 1}λ. The hash function [60] is collision
resistant if it is hard to find two different inputs m0 ̸= m1

that hash to the same output H(m0) = H(m1).
Based on the above, to determine token pairs for watermark-

ing, FreqyWM first generates a high entropy random number,
i.e., secret, R ← {0, 1}λ and an integer z ∈ Z+. Then,
it uses R and z to compute sij values for modulo opera-
tion as: sij = H(tki||H(R||tkj)) mod z, where || denotes
concatenation. A set Le of all eligible pairs is generated by
an algorithm Eligible based on given pairs {tki, tkj} and
corresponding sij values as Le ← Eligible(Dhist

o , {sij}) .
A pair is accepted as eligible if it satisfies that the boundaries
of each token in the pair are at least ⌈sij/2⌉ where sij ≥ 2. sij
cannot be 0 or 1 because of modulo operation since modulo
0 is undefined and modulo 1 is 0. Note that the size of Le

is bounded by [0,
(|Dhist

o |
2

)
] where 0 means that there is no

eligible pair while
(|Dhist

o |
2

)
means that all the possible pairs

of tokens are eligible. After the eligible pairs are constituted,
the boundary check is not necessary anymore since whichever
set of pairs (that does not have a common token among) is
chosen, the ranking will be preserved.
Optimal Selection: The eligible pairs are defined by ensuring
the ranking constraint. However, to determine which subset
of eligible pairs shall be selected such that chosen optimal
number of pairs of tokens, denoted by a set Lwm, respect the
budget constraint, it runs optimal matching algorithm from
the eligible pairs Le using the frequencies and sij values as
Lwm ← OptMatch(Dhist

o , Le, {sij}, b). In Section III-B2,
we show that for our optimal selection solution, we acutely
reduce our problem to Maximum Weight Matching (MWM)
and Equally Valued 0/1 Knapsack problem (QKP) problems
to solve. We also devise two heuristics: greedy and random.
Frequency Modification: Based on Lwm, the algorithm cre-
ates new frequencies of tokens chosen from the optimal
matching algorithm (fw

i −fw
j ) mod sij ≡ 0. This, of course,

changes the boundaries of tokens; however, we do not need
to update the boundaries as they are not needed anymore.
Data Transformation: It generates or removes tokens based
on new frequencies. Note that the position of where to add
tokens is important for security of FreqyWM against guess
attack. Therefore, new tokens should be added in random
positions (see Section IV-C for more discussion). As a final
step, it returns the list of tokens Dw and stores Lwm, z value,
and the random value R as a list Lsc.

2) Optimal and Heuristic Approaches : Given that all
watermarked pairs have equal value in terms of proving
ownership of the data, an optimal watermark is just a wa-
termark of maximum size in terms of watermarked pairs,
within the defined constraints (similarity and ranking). Op-
timal Matching. Let us now define our optimal watermarking.
Let G = {V,E} be a connected undirected graph which is

the representation of frequencies driven from eligible pairs
Le. V = {v1, v2, . . . , v|V |} where vi represents tki and
E = {e1, e2, . . . , e|E|} where e(vi, vj) is the edge between
vi and vj . The weight of an edge e(vi, vj), w(ei), is equal to
T −((fo

i −fo
j ) mod sij) where T is a big value (e.g., T > C

where C is the highest difference between two frequencies in
the eligible pairs). Then, our optimal watermarking problem
reduces to finding the maximum number of edges (pairs) such
that no edge has a common vertex and b is not exceeded.

Definition 1 (Optimal Watermarking). Let
OptWM(G(V,E), b) be the optimal watermarking with
a budget of b among an eligible set of items Le represented
as a connected undirected graph G(V,E). The optimal
watermarking produces the maximum number of edges (pairs)
while not exceeding the budget b defined below:

MAX |Mw|, Mw = {e1, ..., e|M|} s.t. sim(Dhist
o , Dhist

w ) ≥ (100−b)

where Mw denotes the chosen pairs for watermarking.

This problem is reduced to two well-known problems
with polynomial time solutions: Maximum Weight Matching
(MWM) and Equally Valued 0/1 Knapsack problem (QKP)
(which we have a special case where all values are equal).
While the general 0/1 Knapsack problem is known to be NP-
Hard [42], this special equally valued 0/1 Knapsack problem
would have a polynomial time (greedy) solution. Hence, our
optimal pairing problem is reduced and solved as follows:
• Find the maximum weight matching M = e1, e2, . . . , e|M |
as M = MWM(G(V,E)). Notice that M includes the edges
such that the sum gives the maximum weight. It refers to
minimum weight for us since the weights are defined as
T − (fi − fj mod sij) which makes the highest frequency
difference have the smallest weight and the smallest one have
the highest weight. With this conversion, we identify the edges
distorting the histogram minimally.
• After finding the edges via MWM, we have one more
constraint which is the budget b. The matching algorithm has
to return the maximum number of matchings for which the
distortion (e.g., based on cosine similarity) does not exceed b
which can be solved via QKP where the value of each item is
1, and the weight is recomputed as T −w(ei). Recomputation
is necessary because for the QKP we want to add as many
items as possible that will be bounded by b. Therefore, it
finds the set of edges Lwm in M such that the selected
edges do not exceed the budget b by employing the QKP as
Lwm = QKP (M, b) where Lwm = e1, e2, . . . , e|Lwm| and
value of each ei is 1 (val(ei) = 1). Showing the optimality
of the resulting watermark according to Definition 1 can be
proven via proof-by-contradiction. In a nutshell, if our solution
is not optimal, it means that one of the solutions produced
by MWM and QKP cannot be optimal. However, since
MWM and QKP are both assumed optimal, this contradicts
our statement and thus our solution is optimal.

Heuristic Matching Algorithms. We define two heuristic
algorithms: 1) greedy; and 2) random. In the greedy algorithm,
all the eligible token pairs are sorted in an ascending order by
their remainders as rmij ≡ (fo

i −fo
j ) mod sij . The algorithm



starts selecting a pair respectively for watermarking where b
would not be exceeded when it is chosen (i.e., comparing
the similarities of original and watermark histograms). This
continues until b is exhausted or there is no more item to
visit. The random matching algorithm follows the same steps
as the greedy algorithm except it does not sort the eligible
pairs but rather selects a pair randomly from Le.

3) Watermark Detection: In detection, the data owner
wishes to know if there is a watermark of its in a token
dataset D′

w to claim ownership. The owner holds its secret
list Lsc = {Lwm, R, z} where Lwm is the list of watermarked
token pairs, R is the high entropy value, and z is the (modulo)
integer, all generated by the watermark generation, along with
two thresholds: (1) t, a threshold to decide if a certain pair is
watermarked; and (2) k, the minimum number of watermarked
pairs required to conclude whether D′

w is a watermarked
dataset. How to set t and k depends on the robustness an
owner wants (see Sections III-B4 and IV-A2). If the owner
wants to prove ownership to a third party, it has to reveal
its secrets to that party. This causes to prove the ownership
once in public (see Section V-D). Our watermark detection
algorithm (Algorithm II) proceeds as follows:
(1) It builds the histogram list Dhist

w of the suspected dataset
D′

w as in the watermark generation algorithm. The algorithm
does not calculate the boundaries, just the token frequencies.
(2) For each token pair {tki, tkj} in Lwm, if the pair ex-
ists in Dhist

w , the algorithm generates sij values as sij =
H(tki||H(R||tkj)) mod z.
(3) Then, it decides whether it will accept a given token pair
(tki, tkj), as watermarked or not by checking if the following
statement holds: (fi − fj) mod sij ≤ t.
(4) After finding which pairs are watermarked, it checks
whether their number is over the minimum number of pairs,
k, needed to conclude that D′

w is watermarked by the owner,
and returns accept (verified) or reject, accordingly.

4) Probabilistic Analysis of False Positives: We develop a
statistical bound in the form of the closed form expression
derived from Markov’s inequality theorem, to demonstrate
that the false positive probability (i.e., accepting a dataset as
watermarked when it is not) goes to zero if we increase the
minimum number of pairs k that has to be accepted, or if
we decrease the threshold t to accept a pair as watermarked.
Recall that the m-th token pair {tki, tkj} ∈ Lwm is accepted
as watermarked, if (fi − fj) mod sij ≤ t. We represent
the probability that this “watermarking statement” holds as
P (Xm = 1) = pm, for m = 1, ..., n. Let us assume that
pm’s follow a Uniform[0,1] distribution. The probability
of having at least k successes in n trials can be written as
P (Sn ≥ k) =

∑n
i=k P (Sn = m). We now study the behavior

of P (Sn ≥ k) depending on the behavior of t and k by using
the Sandwich Rule and Markov’s upper bound obtained by its
inequality theorem P (Sn ≥ k) ≤ µ

k , where µ =
∑n

m=1 pm
is the mean of Sn. Our analysis shows that if we decrease t,
the probability of accepting a dataset as watermarked goes to
zero and if we increase k, it will be hard to “accept” a dataset
as watermarked. For further details, see the full version [61].

Algorithm II: Watermark Detection

Input: D′
w, Lsc = {Lwm, R, z}, k, t

Output: accept/reject
Dhist

w = Preprocess(D′
w) count = 0, result = reject

foreach {tki, tkj} ∈ Lwm do
if Found(tki, tkj , Dhist

w ) then
sij = H(tki||H(R||tkj)) mod z
if (fi − fj) mod sij ≤ t then

count++
end

end
end
if count ≥ k then

result = accept
end
Result: result

IV. EXPERIMENTAL EVALUATION

All of our experimental results are produced on a standard
laptop machine with dual-core Intel Core(TM) i7 − 5600U
CPU 2.5GHz, 16.00 GB RAM, 64-bit OS, and implemented
in Python language. We deployed SHA256 as a hash function.

A. Synthetic Experiments

For our synthetic experiments, we generated synthetic
datasets using a power − law distribution [64] with different
skewness values α as [0.05, 0.2, 0.5, 0.7, 0.9, 1]. The sample
size is 1M and the number of tokens is 1K for each different
α value. When α is 0, it is a uniform distribution in which
there are no eligible tokens to watermark. When α is 1, the
original dataset Do is skewed with a very long tail with almost
equal values. In this setting, we evaluate how the parameters
(a modulo value z, a budget b, and skewness parameter α) are
affecting the number of chosen pairs for watermarking and
the performance of optimal, greedy, and random approached
in terms of number of chosen pairs.

Figure 2a shows the correlation between skewness of a
dataset α and the size of chosen pairs when budget b = 2
and modulo value z = 1031. When a dataset is almost
uniform (i.e., α = 0.05), the solutions can select very few
pairs since there are not many eligible items (i.e., the upper
and lower boundaries are not enough, in fact many of them
are 0). When α starts increasing, the differences between the
frequencies of tokens increase. Thus, the number of eligible
items increases which also affects the number of chosen pairs
under a given budget. However, at some point (i.e., α = 0.7),
the number of chosen pairs decreases due to the tail of
(histogram) frequencies becoming uniform. The same figure
shows the superior performance of the optimal solution. The
gap between optimal and the heuristics is around 20% for most
α values while the two heuristics perform similar the one with
the other (0.02% in average).

Figure 2b illustrates how the modulo value z affects the
size of chosen pairs. When we pick smaller modulo value z,
we would have a higher number of chosen pairs. The reason
is that a smaller z leads to smaller remainders sij that need
to be eliminated, thereby yielding more selected pairs within
a given budget b. When z is very small (i.e., 10), the three



(a) Effect of different skewness
parameters (α) on chosen pairs
by Optimal, Greedy, and Ran-
dom.

(b) Effect of different modulo
values (z) on chosen pairs by
Optimal, Greedy, and Random.

(c) Chosen pairs by Greedy and
Random with respect to Opti-
mal.

Fig. 2: Effects of parameters on the size of chosen pairs for watermarking.

Dataset Size Token Distinct Tokens |Le| Optimal Greedy Random Gen Detect
(sec) (sec)

Chicago Taxi [62] 9.68GB Taxi ID 6573 33308 805 770 773 182.51 0.609
eyeWnder [58] 247MB URL 11479 257 38 33 31 420.81 0.053

Adult [63] 4MB Age 73 72 21 20 17 0.03 0.001

TABLE II: Validation results on real world datasets. Dataset: Dataset used Size: The size of original dataset. Token: Definition of the
token (e.g., the name(s) of the attributes). Distinct Token: The number of distinct tokens. |Le|: The number of eligible pairs. Optimal: The
number of chosen pairs by the optimal matching. Greedy: The number of chosen pairs by the greedy matching. Random: The number of
chosen pairs by the random matching. Gen: Running time of watermark generation. Detect: Running time of watermark detection.

approaches are very close (also see Section V-A for the effect
of z in terms of security). However, when z increases, our
optimal approach selects many more pairs than greedy and
random. Figure 2c shows how the budget selection affects
the performance comparison between the heuristics and the
optimal. We set modulo value z = 1031 and use the dataset
with the skewness α = 0.7. When we increase the budget b,
the heuristics get closer to the optimal performance. This is
expected since even the optimal algorithm cannot select more
than all the eligible pairs and with a large budget even the
heuristics can approach that.

1) Limit of z: We stated that z is selected from Z+;
however, by analyzing the frequency histogram we can derive
the upper and lower boundaries. Since the minimum value
(lower bound) z can take is 2, we delve into investigation of
the upper bound of z. Note that since the token with the highest
frequency has the upper bound of infinity, there will be at least
one pair that could be used for watermarking. Assume a wa-
termarking pair candidate (tki, tkj). Their frequencies, fi and
fj , are changed such that (fw

i −fw
j ) mod sij ≡ 0. To have an

upper bound for z, let us investigate which pair of tokens re-
sults in the highest difference. If we can determine the highest
difference, say rmax, then rmax can be assumed as the upper
bound for z since it is the highest remainder. Now, considering
Dhist

o , the highest difference is between tk0 (the token having
the highest frequency) and tk|Dhist

o |−1 (the token having the
lowest frequency). That means that the largest remainder for
any pair is rmax = (f0

0 − f0
|Dhist

o |−1). Thus it is natural to
accept that the upper bound of z is rmax. To conclude, z can
be chosen from (2, rmax). Overall, rmax can be calculated
as ∀fi, fj ∈ Dhist

o s.t. fi ≥ fj ; rmax = max({fi − fj}).
Hence, the upper bound for z is calculated. However, note

that this value can be small and can be an advantage to an
attacker. As discussed in Section IV-A, z affects the number of
chosen pairs; thus, it correlates with the mix of possible attacks
and is use-case scenario dependent. We plan to investigate
this observation theoretically and experimentally in terms of
security, robustness, and utility in the future.

2) Limit of t: Another critical parameter is t ∈ [0, sij − 1].
Note that since sij has an upper bound as z − 1, the highest
value assigned to t is z − 1. While in our experimental study
we chose t as a constant value, t could be also a percentage.
Assume that an owner wishes to state that it wants 50% of
error tolerance. Now, setting t = sij × 0.5 states that a pair,
say tki and tkj , will be accepted as a watermarked if (fi −
fj) mod sij ≤ sij/2. Thus, t represents the robustness level
an owner desires. For instance, if t = 0 then the watermark
becomes fragile since it cannot tolerate any changes in Dw,
thus missing watermarked pairs (i.e., high false negatives). On
the other hand, when t = 100, it is more robust and can
tolerate modifications in Dw; however, it also means that it
accepts more false positives (see also Section III-B4).

B. Validation Using Real World Datasets

Next we apply FreqyWM to three real world datasets from
different domains: (1) Chicago Taxi dataset [62]; (2) A
real click-stream dataset logging the URLs visited by a group
of users of the eyeWnder advertisement detection add-on
[58]; (3) Adult dataset [63]. Our intention is to validate our
main conclusion using real data from the previous evaluation
with synthetic data, i.e., that the heuristic approaches perform
well enough compared to the optimal. Furthermore, we aim
to report the real processing time on an ordinary machine for
generating and detecting the watermark using these datasets.



For our watermark generation, we set the modulo value
z = 131 and the budget b = 2. We run our algorithm
30 times and take the mean of total computations. Table
II presents our validation results. Taxi ID, URL, and Age
were chosen as tokens for Chicago Taxi, eyeWnder, and
Adult, respectively. After generation, for Chicago Taxi,
eyeWnder, and Adult datasets, our optimal solution chose
805, 38, and 21 pairs, respectively. Considering the heuristic
approaches, greedy chose 770 pairs for Chicago Taxi, 33
pairs for eyeWnder, and 20 pairs Adult while random chose
773, 31, and 17 pairs, for Chicago Taxi, eyeWnder, and
Adult, respectively. Running times of computations for wa-
termark generation on the Chicago Taxi, eyeWnder, and
Adult datasets were 182.51 secs, 420.81 secs, and 0.03 secs,
respectively (where we exclude histogram and watermarked
data generations). For watermark detection, the total detection
time for each watermarked datasets was less than 1 sec. As it
can be interpreted from Table II, the number of chosen pairs
increases when the number of eligible pairs increases. For
instance, while eyeWnder has more distinct tokens (11479)
than Chicago Taxi has (6573), eyeWnder has fewer
eligible pairs (257) than Chicago Taxi has (33308). Thus,
FreqyWM has selected more pairs for Chicago Taxi (805)
than it selected for eyeWnder (38).

C. Watermarking Multi-Dimensional Data

During our discussion so far, we set the token as a single
attribute. However, as we previously stated, a token does not
necessarily need to be restricted to a single attribute of a multi-
dimensional dataset. Therefore, a token can be also defined
as combination of more than one attributes (e.g., [Age,
WorkClass]) in the Adult dataset. We ran FreqyWM
on such token represented as [Age, WorkClass] with
the same parameter setting in Section IV-B and the number
of tokens (i.e., distinct [Age, WorkClass] attributes in
the real dataset) were 481. The size of pairs chosen for
watermarking was 20. With multi-dimensional data removing a
token appearance is as simple as with single-dimensional data.
Increasing, however, a token’s frequency is more involved. The
reason is that just repeating the value of the token would leave
other fields not being part of the token with a value to be set,
e.g., all the other fields beyond Age and WorkClass in the
Adult dataset. A naive solution would be select a random
appearance of the token and copy its other fields every time
that an additional instance of the token needs to be added to
the watermarked dataset. This, however, could create semantic
inconsistencies if there are constraints to be respected for
individual attributes or combinations of them. Making sure
that added appearances of a token do not lead to semantic
inconsistencies that, in addition to degrading the quality of
the data, could also give away the existence of a watermarked
pair to an attacker. This analysis requires domain knowledge
about what each dataset represents. Such knowledge, however,
is orthogonal to all previous steps of our algorithms and,
thus, can be appended as a last step based on one’s domain
knowledge of the data whenever a token’s frequency needs

to be increased. We are currently investigating them and the
effect of FreqyWM on data utility of such dataset with unique
attributes as it is difficult to determine as addressed by [23].

D. Comparison to Related Works

As stated previously, we cannot directly apply (numerical)
database watermarking to datasets similar to the ones we
used for validation. However, one naive approach would be
to convert a dataset to a numerical representation (e.g., a
histogram) and watermark this numerical representation. In a
nutshell, the histogram of a given dataset based on a predefined
token is generated and then, the histogram is treated as a
two dimensional database consisting of primary keys which
are the tokens and an attribute consisting of integer values
which are the frequencies. Later, a database watermarking is
employed on this histogram. Then as in FreqyWM data trans-
formation (e.g., removing/adding tokens) occurs according to
the (new) watermarked histogram computed by the database
watermarking. However, applying a numerical database wa-
termarking is not really straightforward since it will distort
the underlying dataset unexpectedly as a result of change
in histogram data (e.g., cosine similarity) and would require
modification in their watermarking techniques (e.g., how to
create a watermarked dataset from the watermarked numerical
representation). However, since this is the closest and simplest
approach, we compare against it.

To actualize the above approach, we considered two numer-
ical database watermarkings: 1) Shehab et al. [35] (referred
as WM-OBT) due to partitioning approach (i.e., grouping
tokens before watermarking) similar to FreqyWM; 2) Li et
al. [30] (referred as WM-RVS) due to being one of the most
recent reversible watermarking schemes introducing very small
distortion compared to other same family of watermarkings.

More specifically, WM-OBT follows a data partition ap-
proach in which a watermark, defined as a bit sequence, is
inserted on a group of partitions. Each data partition is filled by
tokens and the frequencies of the tokens in each partition are
modified/distorted by solving a minimization (if a watermark
bit is 0) or maximization (if a watermark bit is 1) problem
via a genetic algorithm [65], in which the objective function
is in the form of a sum of sigmoid functions. WM-RVS treats
each numeric value individually and changes its decimal part
by selecting the random least significant position based on
the watermarking key/bit and attributes. Furthermore, to apply
WM-OBT and WM-RVS on a histogram generated from a
dataset, we adjusted them such that their solutions produced
are integers since a frequency count cannot be a decimal value.

For comparison, we investigate them based on two con-
straints: 1) change in the original histogram after watermarking
(i.e., cosine similarity with watermarked histogram), and 2) the
ranking of the tokens after watermarking.

We ran FreqyWM, WM-OBT, and WM-RVS on our syn-
thetic data with skewness parameter 0.5 (with 1K distinct
tokens and 1M sample size) where we set b = 2, and
z = 131 for FreqyWM. We set parameters for WM-OBT
and WM-RVS such that the parameters are proportional to the



Fig. 3: Comparisons of the watermarked histograms generated from
WM-OBT (purple) and WM-RVS (fuchsia) w.r.t. the original data
histogram (black) for the synthetic dataset with dummy token names.

experimental settings of Shehab et al. [35] and Li et al. [30].
For WM-OBT, we use genetic algorithm (GA) technique for
optimization [65] where we fix the number of partitions as
20 (where each partition has around 50 tokens), watermark bit
sequence as [1, 1, 0, 1, 0], condition as 0.75, and we allow the
change (constraint) between [−0.5, 10]. The decoding thresh-
old minimizing the probability of decoding error is calculated
as 0.0966. For WM-RVS, we use the same bit sequence as
in WM-OBT without creating it from the chaotic encryption.
Also, let us note that WM-OBT took more than 30 minutes to
run for such a small size dataset due to its optimization while
WM-RVS was in the order of seconds. Figure 3 visualizes
how the watermarked data histograms look like with respect
to the original data histogram after applying WM-OBT and
WM-RVS based on the experiments.
Similarity. In FreqyWM, even with 2% budget, the similarity
between the original histogram and the watermarked histogram
is 99.9998%, indicating that not all the budget was exhausted.
On the other hand, for WM-OBT and WM-RVS, the similari-
ties are 54.28% and 96%, respectively. The mean and standard
deviation of the changes introduced to the histogram by WM-
OBT are 444 and 855.91, respectively while they are −69.43
and 414.10 for WM-RVS, respectively.
Ranking. Preserving the ranking is important because it allows
us not to sacrifice the utility of a dataset, e.g., preserving
the popularity of URLs. FreqyWM by definition maintains the
ranking of tokens. However, our analysis showed that WM-
OBT and WM-RVS changed the ranking of 998 and 987 out
of the total 1000 tokens, respectively!

The results on similarity and ranking support our claim that
applying a numerical database technique on histogram data
would result in unexpected and uncontrolled distortion that
seriously undermines the utility of the original data.

V. SECURITY AND ROBUSTNESS ANALYSIS

This section discusses the security and robustness of our
FreqyWM method against four attacks: guess, sampling,
destroy, and re-watermarking (false-claim) attacks which
are well-known attacks in watermarking as studied by [23].In
order to measure the robustness against sampling and destroy
attacks, we run our optimal solution on a dataset where the
skewness parameter α = 0.5 (with 1K distinct tokens and
1M sample size), unless stated otherwise, the modulo value

z = 131, and the budget b = 2 and it selected 139 pairs for
watermark. We run the experiments for 100 times and compute
the average accepted pairs over all repetitions.

A. Guess (Brute-Force) Attack

In the guess attack, the probabilistic polynomial time ad-
versary tries to guess the watermark, i.e., the secret embedded
in the data. This is possible only if it can figure out a subset
of token pairs {tki, tkj}l (where

(|Dhist
w |
2

)
≥ l ≥ k) based on

the watermarked data Dw, the random value R, and the mod-
ulo value z where the watermark detection algorithm based
on these inputs (for some fixed k and t) returns accept.
Assuming that the hash function is collision resistant, R is
random, and z is an integer, the probability of the attacker
being successful can be formally defined as:

Pr[R← {0, 1}λ; (Dw, Lsc = {{tki, tkj}|Lwm|, R, z})
←WmGenerate(Do, b) : A(Dw)→ L′

sc = {{tki, tkj}l, R∗, z∗}|
WmDetect(Dw, L′

sc, k, t) = 1] ≤ negl(λ)

Considering the typical parameter values, the probability of
success becomes negligible.
B. Sampling Attack

In this attack, A copies a random subsample from the
watermarked dataset Dw in an attempt to exploit (pirate/steal)
it while hoping that the watermark won’t be detectable within
the extracted sample. The attack is run for different sample
sizes from 1% to 90%, extracted from the original water-
marked dataset Dw. For each percentage and subsample we
apply the detection algorithm and compute the percentage of
accepted pairs. Also, for each subsample detection experiment,
we deploy different values of the threshold t for accepting
a pair as watermarked as t = {0, 1, 2, 4, 10}. The attack
scenario is as follows: A randomly selects x% of Dw where
x defines the percentage for the sampling attack (e.g., 1) as
a subsample size of 1M × x

100 . When the owner suspects the
dataset (possible subsampled), it scales it up to the size of
Dw by multiplying the frequency counts by 100

x by using its
info from the (original) watermarked dataset (e.g., via info
added to its metadata). For instance, for 1% sampling attack,
a subsample would have total of 1M×0.01 = 10K where each
fi is multiplied by approximately 0.01. Note that if the sample
size is greater than the number of distinct tokens, which is the
number of items in Dhist

w , the sample will have all the distinct
tokens with a high chance. This also means that all the chosen
watermarked pairs are in the subsample. Our results show that
the size of the extracted subsample does not greatly affect
the number of accepted pairs if it is greater than the number
of unique tokens (1K). Since the frequencies of the tokens
vary, the value of t does affect the result of the detection. For
example, with t = 0 the detection algorithm can detect around
36% (in average) of the watermarked pairs. When t increases
from 1 to 10, the performance of the detection increases (in
average) from 72% to 99.5%.

Let us now see the results when the size of the extracted
subsample is very low, so that it might not contain at least



1 token from the total 1K of unique tokens that the original
watermarked dataset has. Figure 4 shows the results for sample
size proportions between 0.0007% and 0.5%. Observe that if
the sample size is greater than 5× the number of unique tokens
(1K), the detection algorithm stabilizes its performance for
detecting the watermark. Below 2× (2K), the performance
starts to decrease with higher velocity. In these extreme cases,
the detection algorithm will have more difficulties to detect the
data as watermarked. However, the utility of the data is highly
degraded since the subsample sizes are very small compared
to the original size of 1M tokens. This causes a small number
of distinct tokens to be found in the subsample.
Effect of modulo bases. As seen previously, t is crucial for
detecting whether a pair is watermarked. For small values of
t to be sufficient to fend off sampling attacks, the remainders
need to be small numbers that are covered by t. One way
to achieve this is by ensuring that the modulo bases used
(i.e., the sij’s) are relatively small numbers when compared
to the actual appearance frequencies of watermarked pairs.
When this does not apply, the method will of course fail. For
instance, assume a watermarked pair involving frequencies
fi = 540, fj = 440 which under base sij = 100 leave a
remainder of 0. W.l.o.g, lets assume that a 50% frequency
attack leads to a dataset with fi = 270, fj = 220 which leads
to a remainder of (270 − 220) mod 100 ≡ 50. Now if t is
chosen smaller than 50 then the watermarked pair will not be
detected. The reason is that mod 100 leaves large remainders
when applied to fi and fj that are in the same order with
100. In our experimental results fi’s were always much larger
numbers than the employed sij , thereby, even small t’s would
detect a pair under a sampling attack. To determine the optimal
t and how robust it is against attacks, a further investigation is
needed as it depends on various parameters such as z, sij as
well on the mix of expected attacks as discussed later. Note
that our experimental results show that sij values are ∼ 2 order
of magnitude smaller than z. Furthermore, we also tested the
sampling attack in other watermarked datasets with different
values of the skewness parameter and obtained similar results.

Fig. 4: Sampling attack results with very small sample and α = 0.5.

C. Destroy Attack

In this case the attacker A tries to damage the watermark.
The no-security-by-obscurity principle [66] allows A to know
that it can destroy the watermark in a way that it cannot be
detected by the owner. A computes the histogram of water-
marked data Dw. A modifies the frequencies of tokens as it
pleases by allowing re-ordering (changing the popularity/rank

of the tokens) or without allowing re-ordering. We define these
two attacks and discuss FreqyWM’s robustness against them.

1) Destroy Attack without re-ordering: In this attack type,
A can modify the frequencies without changing the order of
frequencies. We introduce two types: (1) attacker changes the
frequencies randomly by the given boundaries and (2) attacker
changes the frequencies by (at most) some percentage.
Changing the frequencies randomly within the boundaries.
A calculates the boundaries for each token. Then, A chooses
a random value ri for each tki as ri ← (−li, ui). A changes
the frequency of tki and updates ui+1 of tki+1 by ri.
Changing the frequencies by (at most) some percentage.
A changes the frequencies of tokens up to some percentage
(e.g., 1%). To illustrate, A calculates the boundaries as ui and
li for each tki where it sets the percentage to 1%. It calculates
u′
i = floor(ui×0.01) and l′i = floor(li×0.01). Then it gets a

random value ri between (−l′i, u′
i). It hereby changes tki by at

most ±1%. After every change (f ′
i = fi+ri), the boundary of

the next element is updated. Thus, the attack never changes the
ranking/ordering since l′i and u′

i are already in the boundaries.
Figure 5 shows how robust FreqyWM is against these two

destroy attacks. We compare the success rate (the percentage
of accepted token pairs given threshold for accepting a pair t)
of detection algorithm with respect to modified watermarked
data after the attacks. We also include in the figure a sec-
ond dataset of skewness α = 0.7 that does not carry the
watermark, and report on how many of its pairs would be
falsely verified for different values of t. For an attack in which
the frequencies are changed by (at most) some percentage
(represented by the red line in the figure), FreqyWM can detect
around 90% of the pairs when t = 0. When t is increased,
after a point where t ≥ fi − fj mod sij , the success rate
converges at around 90%. For an attack where the frequencies
are changed randomly within the upper and lower frequency
boundaries (green line in Figure 5), FreqyWM can detect more
than 35% of the pairs when t = 0. Note that the latter is more
powerful than the former attack. There is a direct proportion
between t and the success rate. As shown, the success rate
reaches to 90% when t goes to 10.

From Figure 5, we can interpret in what parameter setting
false negative (rejecting a watermarked pair) and false pos-
itive (accepting a pair as watermarked while it is not) can
be avoided. Thus, the watermarking detection algorithm can
successfully detect a watermarked dataset attacked and reject
a dataset that was not watermarked. For instance, the rate of
false positive increases when the threshold for accepting a pair
t increases while the minimum number of accepted pairs for
detection k decreases which is the area under the results of the
dataset (not watermarked) with a different skewness parameter
(the area under the orange line). On the other hand, the rate
of false negative increases when the threshold accepting a
pair t decreases while threshold for detecting a watermark
k increases which is the area above the results of the attack
without re-ordering (the area above the green line) if we con-
sider a very strong attack. To avoid false negatives/positives,
convenient parameter settings (i.e., t and k) for detecting a



Fig. 5: Percentage of verified pairs for the following datasets:
(1) Dw : the original watermarked dataset α = 0.5 without any
attack/modification, (2) Dnon : a non-watermarked dataset defined
over the same token space but with α = 0.7, (3) Dr

w : Dw after
attacked by random attack without reordering, (4) D1

w : Dw after
attacked by changing frequencies at most 1%.

watermark lie between these two areas (between the orange
and the green lines in Figure 5). However, if a weaker attack
(changing the frequencies by some percentage ) is considered,
the range of these parameters increases (the area between the
red and orange line). Hence, the detection algorithm can detect
a watermarked dataset and reject a dataset not watermarked
by the owner with a careful parameter setting. For instance,
adjusting t (and k) based on the nature of the data and the
specific application context can enable us to reduce the false
positives/negatives. This is an interesting future work.

2) Destroy Attack with re-ordering: In this attack type,
an attacker A can modify the frequencies as it pleases
without observing any ordering restrictions. Note that this
attack introduces more noise than the attack without re-
ordering which reduces the usability of watermarked data
Dw. A modifies the frequencies with various percentages
[10%, 30%, 50%, 60%, 80%, 90%] where the success rates are
[94%, 88%, 82%, 79%, 78%, 76%] respectively. FreqyWM can
detect the watermark with 76% chance up to modifications of
90% in frequencies approximately (where t = 4).

D. Re-watermarking/ False-Claim Attack

This attack is mounted by an attacker A creating a new
watermark on the watermarked data Dw, generated by an
honest owner.A generates its own watermarked data by simply
inserting Dw into the watermark generation algorithm as data
to produce DA

w . Then A can present DA
w and claim the

ownership of DA
w (since A can prove its ownership claim

by introducing its watermarking secret list LA
sc). This attack

creates a dispute since both the real owner, who created Dw,
and A have proofs of their ownerships. The dispute can be
arbitrated by introducing a judge (a trusted third party as
suggested by [67]) to the watermarking scheme. Both parties,
A and the real owner, introduce their secrets and their water-
marked data. A sends its secrets LA

sc and its watermarked data
DA

w . The real owner sends its secrets Lsc and its watermarked
data Dw. The judge computes watermark detection algorithm
on each received data for each secret which creates four
outputs. The judge compares these results and identifies the
real owner since only the secret of the real owner can produce
accept on both data. To show practicality of our defense

against the re-watermarking attack, we implemented the attack
above. Our results show that the first watermark is detected
with 92% on DA

w under t = 0. The attacker’s only way to
succeed is to perform successful guess or destroy attack which
it cannot perform as shown previously.

VI. DISCUSSION

We propose possible adjustments to FreqyWM for more so-
phisticated properties and discuss some challenges as follows:
• Incremental FreqyWM. In the literature, there exist water-
marking techniques that allow to update a watermark on a
dataset without computing insertion from scratch [57]. We
believe that an incremental FreqyWM can be built on top of
dynamic maximum weighted matching [68, 69] works but we
leave such investigations to future work.
• Multi-watermarks. One might watermark a dataset multiple
times with different intentions: 1) to have a chronological
order in the versions (e.g., data provenance); and 2) to falsely
claim ownership (see Section V-D). Non-withstanding the
motivation, we run an experiment to calculate the discrepancy
between the original (histogram) one and the final one after
10 insertions assuming a budget b = 0.002 for each iteration
on a sample dataset with α = 0.5. The resulting similarity
between the original and the latest watermarked version is
0.003%. As it is evident, FreqyWM did not introduce 0.02%
but rather very tiny distortion (see also the full version [61]
for further analysis, i.e., ML analysis). Hence, successive re-
watermaking can be practical with FreqyWM, but we plan to
extensively investigate it in the future.
•Challenging datasets. Apart from datasets with close to
uniform frequencies, FreqyWM can also be challenged when
the range of token values is too wide, e.g., sales’ datasets
with many decimal values, resulting to very few (if any)
repetition of the same value. One natural solution to this is
to first bucketize (cluster) the widely ranged data and then
apply FreqyWM at the level of the bucket as opposed to the
exact token value.

VII. CONCLUSIONS AND FUTURE WORK

We proposed FreqyWM, a novel frequency watermarking
technique for protecting the ownership of data in the emerging
new data economy. We analysed the performance of FreqyWM
and showed how FreqyWM can encode watermarks with
minimal distortion on the original data, provided that the data
has sufficient variability in terms of token frequencies. We
analysed FreqyWM’s robustness to generic attacks. FreqyWM
is applicable to large numbers of tuples sold in wholesale
manner in modern DMs. An interesting, yet challenging,
research direction is to consider how to watermark small sets
or even individual tuples used in distributed data operations
such as replication and remote hosting and/or query execution.
We are currently looking at more attack scenarios and at
devising systematic procedures for optimizing the parameters
and also how to apply FreqyWM to multidimensional datasets
by overcoming the challenges mentioned in Section IV-C. We
also investigate integrating data privacy (e.g., differentially-
private fingerprinting [70]).
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Abstract—A large number of Data Marketplaces (DMs) have
appeared in the last few years to help owners monetize their data,
and data buyers optimize their marketing campaigns, train their
ML models, and facilitate other data-driven decision processes.
In this paper, we present a first of its kind measurement study
of the growing DM ecosystem, focused on understanding which
features of data are actually driving their prices in the market.
We show that data products listed in commercial DMs may
cost from few to hundreds of thousands of US dollars. We
analyze the prices of different categories of data and show that
products about telecommunications, manufacturing, automotive,
and gaming command the highest prices. We also develop
classifiers for comparing data products across different DMs, as
well as a regression analysis for revealing features that correlate
with data product prices of specific categories, such as update
rate or history for financial data, and volume and geographical
scope for marketing data.

Index Terms—Data economy, data marketplaces, measure-
ment, data pricing

I. INTRODUCTION

Data-driven decision making powered by Machine Learning
(ML) algorithms is changing how the society and the economy
work and is having a profound positive impact on our daily
life. A McKinsey report predicted that data-driven decision-
making could reach US$2.5 trillion globally by 2025 [30],
whereas a recent market study within the scope of the Euro-
pean Data Strategy estimates a size of 827 billion euro for the
EU27 [14]. ML is driving up the demand for data in what has
been called the fourth industrial revolution.

To satisfy this demand, several data marketplaces (DMs)
have appeared in the last few years. DMs are mediation
platforms that aim to connect data providers (acting as sellers)
to data consumers (acting as potential buyers), and to manage
data transactions between them. This ecosystem includes open
data repositories [28], [33], general-purpose [2], [7], [18],
[19], [21], and specialized or niche DMs targeting specific
industries, such as automotive [13], [50], financial [8], [55],
marketing [41], [42], and logistics [65], to name a few.

An issue of paramount importance is that of data pricing.
Some marketplaces leave it to sellers to set a price for their
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data products. Many of them do not list prices of their
products, but leave it to buyers and sellers to agree on a price
after a negotiation. Due to the elusive nature of the traded
“commodity”, pricing is a very complex matter, even more
than in the case of material goods [53]. Unlike oil, to which
it is often compared [17], data can be copied / transmitted /
processed with close to zero cost. Even the use of the term
commodity is a gross oversimplification of what data is. Notice
that whereas two liters of gasoline yield a similar mileage on
two similar cars under similar driving styles, nothing of this
sort applies to data since 1) two datasets of equal volume may
carry vastly different amounts of usable information, 2) the
same information may have tremendously different value for
Service A than for Service B, and 3) even if the per usage value
of two services is the same, Service A may use the data 1,000
times more intensely than Service B leading to extremely
different produced benefits. Some authors compared data to
labor, too [6]. However, unlike labor, data is non-rivalrous
meaning that its supply is not affected by its consumption, and
thus selling data for a Service A does not prevent a provider
from selling (a copy of) the same data for a Service B.

The research community at the intersection between com-
puter science and economics has studied several aspects of
data pricing. Still its elusive nature, and the complex business
models under which it is made available makes it very hard
to prescribe a price for data. Ultimately it is the market that
decides and sets prices via complex mechanisms and feedback
loops that are hard to capture. Despite some other works trying
to measure the price of personal data of individuals [12], [43],
[51], there is no systematic measurement study about the price
of data products traded in commercial data marketplaces.

Our Contributions: In this paper we present what is, to
the best of our knowledge, the first systematic measurement
study of marketplaces for B2B data products. This ecosystem,
despite being quite vibrant commercially, remains completely
unknown to the scientific community. Very basic questions
such as “What is the range of prices of data traded in
modern DMs?”, “Which categories and types of data products
command the highest prices?”, “Which are the features, if any,
that correlate with the most expensive data products?” appear
to have no answer and evade most meaningful speculations.



Fig. 1: Summary of our methodology

To answer such questions we followed the methodology
summarized in Fig. 1. First, we checked existing surveys for
compiling a list of data marketplaces [4], [57], [60]–[62]. We
then selected 10 of them that fulfill necessary criteria for
a measurement study. For these ones we developed custom
crawlers for retrieving information about the products they
trade. Using these crawlers, and adding the portfolio of another
30 data providers, we obtained information for more than
210,000 data products and a catalog of more than 2,100
distinct sellers1. We also developed data product category
classifiers, meaning ML models for identifying products of
similar categories across marketplaces, and executed 9 dif-
ferent regression models to understand which features are
actually driving their prices.

Our Findings: Analyzing the collected data we observed that
the majority of data products were either given for free, or did
not carry a fixed price, but rather were up for direct negotiation
between the seller and interested buyers. Focusing on the ones
that carried a price, some 4,200 of them, we observed that:
• Prices vary in a wide range from few, to several hundreds of
thousands of US dollars. The median price for data products
sold under a subscription model is US$1,400 per month, and
US$2,200 for those sold as an one-off purchase.
• Using classifiers, we enriched our sample by consistently
labeling products according to AWS’s categories.
• We found that those related to telecoms, manufacturing,
automotive and gaming command the highest median prices,
and that the most expensive ones relate to retail and marketing.
• Using regression models, we managed to fit the prices of
commercial products from their features with R2 above 0.84.
• Due to the heterogeneity of the sample there is no single
feature that drives the prices, but instead we spotted mean-
ingful features that drive the prices of specific categories of
data. For example, data update rate is a key price driver for
financial and healthcare-related products, whereas geo-spatial
localization and the possibility of connecting data points from
the same owner are for marketing data.

1Please, find datasets generated during our research, and code to reproduce
our experiments at https://gitlab.com/sandresazcoitia1/data-pricing-tool.

• Overall our models use features related to the category and
description of the different data products (i.e., ‘Financial’,
‘Retail’, ‘stock’, ‘contact’, ‘list’, etc.), features related to the
data products volume and units, as well as singular character-
istics extracted from the data products description (i.e., words
like ‘custom’, ‘accuracy’, ‘quality’, etc.) to forecast the data
product price. Features related to ‘what’ and ‘how much’ data
a product contains are driving 66% of its price.

Like in all measurement studies of Internet-scale phenom-
ena, we will refrain from claiming that any of our findings
are “typical” or “representative”. What we do claim, however,
is that to the best of our knowledge, our measurement study
is the first one that attempts to characterize the DM sector,
and our above mentioned quantitative results were previously
totally unknown. Also, as it will become evident from our
methodology later, and to the best of our knowledge, we
collected all publicly available pricing information that was
accessible during the time of our study.

The remainder of the paper is structured as Fig. 1 shows.
First, we frame the scope of our analysis and show some initial
outcomes of our measurement study in Sect. II. In Sect. III,
we present an analysis on data product pricing in commercial
marketplaces. Furthermore, Sect. IV dives deeper into analyz-
ing AWS’ DM and DataRade, which account for the largest
number of price references in our sample. We then develop
tools for enriching our sample and we compare across DMs
in Sect. V. Finally, in Sect. VI, we apply several methodologies
for analyzing the importance of different metadata features in
determining the price of commercial data products.

II. COMPILING A DATASET OF DATA PRODUCTS

Existing works and surveys on commercial data market-
places [4], [57], [60]–[62], an extensive web search and a
consultation with experts in the area allowed us to compile a
list of data marketplaces and understand the different business
models they use to compete in this ecosystem. From our
analysis, we identified a subset of DMs that fulfilled the
criteria for using them as sources of data for a reproducible
measurement study. Such criteria include that they grant access
to their product catalog without requiring an account, or



through an account but without a vetting process or upfront
paid registration, that they have a reasonably large catalog
that includes sufficient descriptions of their data products, and
that they include a clear description of their pricing policy.
Out of the 180 initial DMs, only 10 companies fulfilled all
of the above criteria. Most of them did not make it to the
list simply because they do not allow non-paying users to
browse their catalogs. For example, marketing-related private
marketplaces such as Liveramp, LOTAME or TheTradeDesk
neither provide public per-product information nor any price
references. However, they do provide information about their
data partners. By analyzing this information, we did find that
45% of providers in those private marketplaces sell through
general-purpose public ones, such as AWS or DataRade, as
well, and hence we have included their products in this study.
We also discarded several otherwise scrapable general-purpose
DMs such as Data Intelligence Hub (DIH), Google Cloud DM
because they included only free data products. We chose to
scrape the largest of these free open data marketplaces, Adva-
neo, to help in training our data product category classifiers.

TABLE I: Summary of scraped DMs

Marketplace #Products #Paid prod. #Sellers
Advaneo 198,743 1 N/A
AWS 4,263 2,674 262
DataRade 1,592 1,592 1,262
Snowflake 889 889 200
Knoema 158 158 142
DAWEX 160 160 79
Carto 8,182 5,283 42
Crunchbase 9 9 15
Veracity 115 95 38
Refinitiv 187 187 76
Other providers 777 775 30

Table I lists the 10 DMs that we use as data sources
in our study. Overall, we include 6 general-purpose and 4
niche DMs, as well as 30 data providers2 that, in addition to
commercializing their own 777 data products through DMs,
provide valuable pricing information on their own websites.

We developed our own web crawler to render and download
web pages, and specialized parsers for extracting metadata. We
followed common crawling good practices [31]. For example,
we avoided visiting several times the same product page in
each scraping round and we set up a random wait time from
1 to 2 minutes after requesting a web page in order to avoid
flooding the target servers with requests.

We collected information related to 215,075 products from
2,115 distinct sellers in total. We noticed the huge market
fragmentation with lots of data providers working with a large
number of marketplace platforms. This is natural in a cross-
industry nascent market, though hard for data providers to
manage. In fact, most data providers (81%) work with only one
DM in addition to selling their products through their own web

242matters, Airbtics, Apptopia, Benzinga, Bizprospex, BoldData, BookY-
ourData, bronID, BuiltWith, DataScouts, Demografy, ebCard, Enigma, ES-
GAnalytics, HGXN, IFDAQ, ipinfo.io, MultimediaLists, MyDex, OikoLab
Weather, Onclusive. Open Corporate, PanXchange, Pipecandy, Shutterstock,
Storm Glass, TelephoneListsBiz, Unwrangle, USASalesLeads, and Walklists.

site. 45% of providers in niche financial and marketing-related
marketplaces sell through general-purpose DMs, such as AWS
or DataRade, as well. We also spotted DMs advertising and
offering their products in other DMs (e.g., Battlefin or CARTO
through AWS). Finally, small and niche providers (58% of
them) are focusing on one product only.

We scraped all available metadata for data products such
as the product id, title, description, source, seller and, when
available, its geographic scope, volume, category, use cases,
update rate, historic time span, format, etc. We searched for
and eliminated duplicates from a single seller within the same
DM. We paid special attention to information related to pricing
and actual prices of data products.

Fig. 2: Data products by country

Regarding the geographical scope of data products, we
found that DMs aggregate information from different coun-
tries. 14,472 (7%) of the products did not inform about their
scope, and 1,177 (around 10% out of the 11,823 paid products)
claimed to be global. Figure 2 shows the number of data
products covering each country. Regarding the number of
paid data products, US leads this ranking: around 30% of
paid products cover this country. Canada (9.3%), UK (9.2%),
Germany (7.6%), France (7.4%), and Spain (7.1%) follow the
US in the ranking of countries by number of paid products.

III. OVERVIEW OF DATA PRODUCT PRICING

It may appear initially surprising that, despite being com-
mercial entities in the B2B space, most of the surveyed and
some of the scraped DMs offer predominately free (most of
the time open) data. Again we point to the fact that these are
privately held companies [2], [21] and not open data NGOs or
government initiatives. Our conjecture is that since DMs are
two-sided platforms, pre-populating them with free data is a
very reasonable bootstrapping strategy, since it can attract the
initial “buyers”, which in turn will attract commercial sellers
and thus help the marketplace grow its revenue.

Next, we focus on the 11,823 paid data products, for which
we managed to extract information about their pricing, and
whose price is higher than zero. Despite being few compared
to the free ones, this sample provides valuable insights about
the current status of commercial DMs, as well as to where this
segment of the economy is heading to, and how.



Fig. 3: Histogram and CDF of data products

There is a great magnitude of pricing schemes for data
products, such as seller-led, buyer-led (bidding), revenue-
sharing, tiered-pricing, subject to negotiation, usage-based,
etc [4], [44], [53]. Predominant among the 11,823 non-free
data products are the subscription-based model (i.e., buyer
paying for a subscription to get access to data for a period
of time), and the one-off model (i.e., lump sum payment for
data), seller-led in both cases. The first one is used mostly
for “live” data usually accessed via an API (e.g., IoT sensor
data), whereas the second is used for more static data, which
are usually downloaded as one or more files.

4,162 products from 443 distinct providers provided clear
information about their prices. Figure 3 shows a histogram and
the corresponding CDF of monthly prices for data products.
Regarding those offered under a subscription model, we see
prices across a wide range up to US$150,000 per month.
Cheap products below US$100 per month are often curated
and cleaner versions of open data. For example, a seller
offers a historical compilation of quarterly reports submitted
to the US Securities and Exchange Commission (SEC), also
downloadable from their websites. They also include low-cost
“promotion samples” of more expensive products from well-
known sellers, such as GIS data and supporting metadata for
a small area of some US cities. The median price is US$1,417
per month. Almost one-third of all products, including targeted
market data for example, are sold for US$2-5k monthly.

Comparing to products sold under a one-off model, (1) the
latter tend to be more expensive: median price US$2,176
vs. US$1,417 per month for subscription-based products;
maximum price US$500,000, more than 3 times higher than
the maximum in subscription-based access, and (2) one-off
products have a price histogram more normally distributed
around its median at US$2,176. Within the heterogeneous set
of products within the US$1,000-4,000 interval, we found a
large group of voluminous targeted contact data. Interestingly,
we observe a long tail of valuable products in Fig. 3.

IV. ANALYZING DATA PRODUCT CATEGORIES IN
INDIVIDUAL DATA MARKETPLACES

To get a more in-depth understanding of data pricing, we
analyzed the catalog of AWS’ DM and DataRade, the ones
with the largest base of paid products with prices. The former
tags data products in 10 different categories, whereas the latter
allows data products to be positioned in a hierarchy with more
than 300 categories and more than one (out of 150) use cases.
Specifically, a product can belong to none, one, or several
categories. For instance, credit card transaction data products
are classified both as ‘Financial’ and ‘Retail, Location and
Marketing’, whereas those related to weather are not labeled in
AWS. We have marked such unclassified products as ‘Other’
in our sample.

(a) Subscription prices by industry in AWS.

(b) Subscription prices by category in DataRade.

Fig. 4: Monthly price by data category in AWS and DataRade.

Figure 4 shows box plots of products by first level cate-
gory in AWS and DataRade. ‘Telecom’, ‘Manufacturing’ and
‘Automotive’ categories exhibit a median price significantly
above the global (×2.6, ×2.3 and ×2, respectively) in AWS,
whereas ‘Credit Rating’, ‘Mobile App’ and ‘Healthcare’ data
show a higher median price (×8.3, ×3.7 and ×2.5 above
the overall median, respectively) in DataRade. In both cases,
the most expensive products are related to marketing (‘B2B’,
‘Consumer’ and ‘Commerce’ in DataRade).



V. COMPARING ACROSS MARKETPLACES

Comparing information about data products from different
marketplaces is not a straightforward task since i) they provide
metadata of different granularity and level of detail, and ii)
they use different categorization to describe their products. To
overcome these challenges, we developed a methodology to
homogenize the categorization of data collected in order to be
able to compare similar products across marketplaces.

A. Dealing with different levels of detail

Some marketplaces provide more information than others
about their offers. To sort this out, we built a common
cross-DM database utilizing a superset of all the different
description fields found in different data marketplaces. Apart
from their category and text descriptive fields, data product
records include the time scope, the volume and units, any
potential limitations (e.g., maximum number of users), add-
ons, granularity of the information, geo-scope at country level,
data delivery methods, update frequency and data format.

We normalized and stored in this cross-DM database all
the information from the scraped datasets. We managed to
fully automate the extraction of most of the fields (18 out
of 27), which were directly scraped from the web pages of
the different DMs. This extraction was semi-automated for
5 fields, meaning that they were automatically extracted for
certain marketplaces, or retrieved from product descriptions for
others, in a process that required a manual check afterwards.
For example, update rate of data is usually included in the
general description of a data product, but the presence of the
word ‘monthly’ may not necessarily point to a monthly update
rate. Information about data volume or data subject units was
automatically extracted only for DataRade and BookYourData,
and required computer-aided manual typing in the rest of the
DMs (we highlight and extract numbers and their context from
data descriptions). Manual checks were performed by three
different experts. Any ambiguities and disagreements were
resolved by majority voting.

B. Dealing with different categorization systems

In Sect. IV we showed that every marketplace has its own
way to classify data. Furthermore, boundaries between tags
are often blurry, and the criteria followed by different DMs
to label a data product with a certain category tag are not
necessarily coherent. For example, only certain marketplaces
mark ‘credit card transaction’ data products as ‘financial’,
whereas all DMs label them as related to ‘marketing’. Thus,
even if we find apparently comparable categories across dif-
ferent marketplaces, we may miss relevant data products due
to inconsistencies in their categorization processes.

We addressed this issue by developing a series of natural
language processing naı̈ve Bayes (NB) classifiers [20], [22],
[39]. In our first attempt, we wanted to identify similar data
products – those that belong to the same category – between
two different (source and destination) DMs. As a result, we
trained both multinomial and complement versions of NB clas-
sifiers to detect data products from the source DM that belong

in a certain category by using feature vectors based on the
information provided by the data product description from the
source DM. We used bag of words [36] and data preprocessing
steps such as removing stop words and words with numbers,
using stemming and TF-IDF transformation [47], [56]. Then
we validated the resulting classifier against a manually la-
beled sample from the destination DM. Manual labeling was
performed by three different experts. Any ambiguities and
disagreements were resolved again by majority voting.

We utilized the above methodology to build different clas-
sifiers to help us compare data products between the two DMs
including more price references, namely DataRade (destination
DM) and AWS (source DM). We generated our feature vectors
based on AWS data product descriptions (source DM) and
applied the resulting classifiers to DataRade data products
(destination DM). We were interested in finding out: (1) what
percentage of products from those categories could we identify
in DataRade, (2) whether categorization and pricing were
coherent between them, and (3) whether we could enrich our
metadata by adding AWS’s inferred categories to all products.

We utilized our cross-DM database to generate the train/test
datasets at 80/20 split in order to train and test the corre-
sponding classifiers. We observed that multinomial classifiers
outperformed the complement NB for this task so we pro-
ceeded with the former ones. The resulting classifiers yield an
acceptable F1 score above 0.85 (average for 50 executions
with different random 80/20 train/test splits). In fact, they
identified meaningful and reasonable stems when tagging
products related to each category. For example, for the two
categories including more data products:
Financial: ‘system’, ‘sec’, ‘exchang’, ‘type’, ‘file’, ‘form’,
‘edgar’, ‘secur’, ‘act’, and ‘compani’.
Retail, Location and Marketing: ‘locat’, ‘topic’, ‘b2b’,
‘score’, ‘echo’, ‘trial’, ‘compani’, ‘visit’, ‘intent’, ‘consum’.

We then validated the models against a manually labeled
sample from DataRade. Manual labeling was performed by
three different experts. Any ambiguities and disagreements
were resolved again by majority voting. The validation set
included 745 manually pre-labeled with both ‘Financial’ and
‘Retail, Location and Marketing’ tags. The models trained
only with data from AWS did not perform so well on the
validation set (F1 scores of 0.73 and 0.43 for ‘Financial’ and
‘Retail, Location and Marketing’ data). To generalize further
our methodology and improve its accuracy, we enriched the
train data with information from other DMs. In particular:
(1) The Financial classifier was trained with 95,208 labeled
descriptions of products from 4 different entities (Advaneo,
Carto, AWS, and Refinitiv), and 45,298 financial products.
(2) The Retail, Location and Marketing classifier was trained
with 3,828 descriptions from 3 entities (AWS, BookYourData
and TelephoneLists), including 1,614 marketing products.

By adding products belonging to the same category from
other DMs we observed better balance between precision and
recall and an overall improvement of model generalization.
We also observed an increase of the F1 score in the test set.
Particularly, adding information from Refinitiv improves the



F1 score from 0.73 to 0.79. In the case of ‘Retail, Location and
Marketing’, adding information from specialized marketing
DMs (e.g., BookYourData), drastically improves the F1 score
from 0.43 to 0.74. We tested multiple classifiers, with and
without stemming, and we found that using word-based instead
of stem-based features led in general to more accurate results
in both cases (+5% F1 score). Table II shows the accuracy
obtained by both classifiers.

TABLE II: Score of data product classifiers
Accuracy Precision Recall F1 Score

Test - Financial 0.93 0.97 0.81 0.88
Test - Retail 0.95 0.96 0.88 0.91
Val. - Financial 0.89 0.72 0.88 0.79
Val. - Retail 0.78 0.81 0.68 0.74

We used them to label data products in DataRade, and we
located 619 and 701 ‘Financial’ and ‘Retail, Location and
Marketing’ data products, which represent 39% and 44% of
the total sample, respectively. As happened in AWS, not only
do those categories contain the largest number of products in
DataRade, but the most expensive ones are tagged as ‘Retail,
Location and Marketing’, as well.

We repeated the process for the rest of the 11 AWS data
categories, and this way we managed to enrich our sample by
homogeneously labeling products based on their descriptions.
The four categories with highest median prices are the same as
in AWS, but in a different order. Again, most products belong
to ‘Financial’ and ‘Retail, Location and Marketing’, and the
most expensive ones belong to the latter category.

Does this methodology work if we switch source and
destination DMs? In order to answer this question, we trained
NB classifiers to detect products in AWS related to relevant
use cases and categories in DataRade. In this case, DataRade
acted as the source DM, i.e., it provided descriptions and
tagging information to train the classifiers, whereas AWS’
role was the destination DM, whose products we labeled with
some of DataRade’s tags and driven by the criteria we learned
from the source DM. In particular, we focused on products
belonging to the ‘B2B Marketing’, ‘Audience Targeting’ and
‘Risk Management’ use cases in DataRade, some 46, 48 and
30 products out of 745 respectively. Since the training set is
imbalanced and the number of samples is low, complement
NB outperformed multinomial NB in this case. We trained
the classifiers and obtained the log-probability of belonging in
each category for all the data products in AWS. As a result, at
least 16 out of the top 20 data products showing the highest
log-probability turned out to be useful for those specific use
cases, according to the assessment of three different experts.

VI. WHICH ARE THE FEATURES DRIVING DATA PRICES?

So far we have seen an overview of data pricing, looked
at the prices of particular categories, developed and applied
a methodology to homogeneously label products across mar-
ketplaces in our sample. Our final goal is to understand the
prices of data in commercial data marketplaces.

For that purpose, we first extract features to train regression
models for predicting the prices of real commercial data
products. We do not intend to build state-of-the-art price
predictors, but rather to understand which features are driving
the price of data. Therefore, we conduct feature importance
analysis on the resulting regression models and we find out
which features have the highest impact on the observed prices
for the different data products in our corpus.

A. Building a feature matrix to feed regression models

An additional preprocessing step is needed in order to trans-
form the fields of our cross-DM database into a set of valuable
features that can be ingested by ML regression algorithms.
This process uses the NLTK [9] and Scikit-learn [52] Python
libraries and includes mainly the following steps:

1) Extraction of ‘word’ features from the title and the
textual description of each data product. We use bag
of words [36] and data preprocessing steps such as
removing stop words and words with numbers, TF-IDF
transformation [56], and stemming [47]. In addition, we
have sellers’ names removed from the vocabulary, so
as to avoid bias introduced by knowing their identity.
Finally, we prepare matrices for different vocabulary
lengths and optimize each algorithm for this parameter.

2) Breakdown of volume-related fields in 13 different
groups depending on their nature. For example, we
separate data products targeting ‘entities’ or ‘compa-
nies’, from those whose subjects are ‘individuals’ in
different features. The resulting comparable units are in
turn normalized, and a new overarching feature (‘units’)
measuring the percentage of units covered is added to
compare products across groups of units.

3) Calculation of country-level binary features to indicate
whether a certain country is covered by a data product.

4) Homogenization of the units of time when measuring the
time scope of the products, what we will call history.

Before feeding the models, we reduce the number of input
features by discarding those that have a unique value, which
may appear when filtering the complete dataset by category.
Next, we unify groups of features showing a high cross-
correlation among them, i.e., R2 ≥ 0.9.

As a result of this featurization process, we reduce each
sample product to a feature vector and produce a feature matrix
to train our regression models. Table III lists feature groups
and some examples of their individual features. We organize
features in 10 disjoint sets according to their nature and the
basic questions they answer about data products.

We evaluated the linear correlation of individual features
with respect to data product prices. Not surprisingly, it turns
out that none of them is linearly correlated to price, as
opposed to what we found for specific sellers. Our challenge
now is measuring which features and groups of features are
more significant in determining the price of data products in
commercial marketplaces.



TABLE III: List of feature groups
Question Group Definition Nº features Example of features

What?
Category Labels attached to the product that define the type of data

it contains
11 ‘Weather’, ‘Gaming’, ‘Financial’

Description Stem-like features obtained from data product descriptions up to 2000 ‘wordmarket’, ‘wordidentifi’, ‘wordlist’
Identifiability Tells whether the product allows the buyer to recognize the

activity of individuals or to identify specific companies
2 ‘idSessions’, ‘IdCompanies’

How much? Volume Normalized nº units covered broken down by the nature of
such units

14 ‘units’, ‘people’, ‘entities’

Update rate Defines the frequency between data updates as announced
by the seller

11 ‘real time’, ‘monthly’, ‘hourly’

How?
Delivery method Defines how the buyer can have access to data 8 ‘S3Bucket’, ‘Download’, ‘FeedAPI’
Format Defines the way in which data is arranged 17 ‘txt’, ‘shapefile’, ‘xls’
Add-ons Tells whether the product attaches any add-on or has any

limitations
2 ‘ProfServices’, ‘Limitations’

When? History Time scope included 1 ‘History’
Where? Geo scope Metrics about countries included in the data product up to 249 ‘Nº Countries’, ‘USA’, ‘Canada’

TABLE IV: Accuracy achieved by regression models

Model Financial Marketing Healthcare All
R2 MAE MSE R2 MAE MSE R2 MAE MSE R2 MAE MSE

RF 0.85 0.2 0.14 0.86 0.21 0.13 0.78 0.25 0.15 0.84 0.23 0.16
kN 0.78 0.31 0.26 0.74 0.33 0.24 0.77 0.26 0.17 0.69 0.37 0.31
GB 0.82 0.23 0.16 0.8 0.28 0.19 0.73 0.27 0.19 0.79 0.3 0.22
DNN 0.73 0.33 0.35 0.77 0.30 0.22 0.68 0.26 0.18 0.72 0.33 0.28

TABLE V: Top 10 most relevant features not related to volume by category and regression model
Financial Marketing Healthcare

RF kNN GBR RF kNN GBR RF kNN GBR
S3Bucket Email S3Bucket IdSessions History csv wordhealth csv wordlist

wordsubmit Download wordmonthli Download USA yearly wordtrend daily Del. Methods
Download daily wordstock REST API IdSessions REST API wordmedic wordmarket wordhospit

txt IdCompanies worddeliv wordcustom Nº Countries wordqualiti wordglobal wordgo wordidentifi
wordedgar USA Del. Methods USA Financial wordaccur csv Limitations wordamerica

wordcustom wordmarket txt yearly Others wordidentifi Del. Methods location data wordhealth
wordlist Retail wordneed monthly wordcontact wordwebsit wordinsight wordpopul wordreport

wordcontact wordcontact wordsubmit IdCompanies Email UI Export wordreport wordprofil wordstudi
wordsystem real time wordreport wordname UI Export wordcover wordregion wordinsight wordupdat
wordcompar wordprice wordcontact location data Download wordfield wordlist Download wordcontact

B. Analyzing feature importance

Regression models can be used for feature importance
analysis. Next we use a range of such techniques to understand
which features have the higher impact on data product prices.

1) Optimizing Regression models: Owing to their stochastic
nature, training several regression algorithms and comparing
their outcomes is key to obtaining robust conclusions. Con-
sequently, we have tested variations of 9 different regressors
with different values for their main parameters (e.g., num. of
estimators, depth, etc.) as included in the Scikit-learn [52]
Python library, and inputs of different vocabulary lengths.
Such models work with the log instead of the absolute value of
product prices as the dependent variable so as to normalize the
distribution of prices and avoid negative price predictions. We
were hoping to find at least 3 models that produce sufficiently
accurate price predictions, measured as the R2score of their
output w.r.t. actual prices.

To reduce the complexity of each model, we removed low-
value features, i.e., those that had a negative leave-one-out
(LOO) value, provided the accuracy of the model was not
negatively affected. A feature having negative LOO value
means that the model improved its average accuracy in 10

random executions for different train and test data splits when
such feature was removed from the input matrix. Finally, we
performed a cross-validation to check the variance of the
accuracy of the model when training and testing in 5-folds,
and 20-random training-test splits of the input data.

We found that three target models worked reasonably well
(i.e., they yield an R2 score greater or equal to 0.70), namely
Random Forest [10], k-Nearest Neighbours [38], and Gradi-
ent Boosting [23], [46] regression models. On the contrary,
we discarded linear, Elastic-Net [68], Ridge [32], Bayesian
Ridge [45], and Lasso [64] regressions even though they
worked well in specific simulations.

In addition, we also tested a Deep Neural Network re-
gressor using the TensorFlow [1] and Keras [34] libraries.
We followed all common good practices recommended for
such activity by first standardizing the input data. We tested
RELU/Leaky RELU activation functions for all hidden layers,
and a linear activation function for the output layer. As loss
function we used the mean absolute error (MAE). To avoid
overfitting we randomly applied Drop-out between training
epochs and to avoid dying/exploding neurons we also applied
Batch normalization between all layers. We used the Adam
optimizer [35] with a tuned learning rate decay to train the



model faster at the beginning and then decrease the learning
rate with further epochs to make training more precise. Finally,
we used Callbacks to stop the training at the optimal epoch.

Table IV presents a summary of the accuracy obtained by
regressor and category of data products, including the R2

score, the MAE and the mean squared error (MSE) with
regards to the actual log prices. For the sake of robustness,
our results were consistent across subsequent 5-fold and 20
random train/test splits: R2 score showed a standard deviation
below 4% of the average in each round. Note that due to the
total (low) number of observations that we have in our datasets,
DNN models are not recommended, nevertheless, we wanted
to explore them since we believe that they will further improve
our results as soon as we manage to increase the overall size of
our datasets. Consequently, we avoided using any DNN model
in the feature importance analysis.

2) Analyzing the importance of individual features: We
carried out this process for financial, marketing, healthcare
and all data products in our sample. Financial and marketing
data were the most popular data categories, whereas healthcare
data was chosen as a relevant disjoint category of less though
increasingly popular products showing a different behavior in
terms of prices. As a result, we obtained at least one model
that achieves a R2 score of 0.78 by category and accurately fits
the prices of data products (see Tab. IV). We ran two different
individual feature importance analysis:

1) measuring the accuracy lost by randomly shuffling the
values of a certain feature among samples (permutation
importance analysis [63]), and

2) measuring the prediction accuracy lost when one indi-
vidual feature is removed from the inputs (leave-one-out
or LOO value).

We have found that 50% of the positive LOO and 67% of the
∆R2 score by shuffling values owe to the top 10 most relevant
features on average for specific categories of data. Note that
we would need more than 25 features to achieve equivalent
scores if we include all the products. Whereas features related
to units and the volume of data clearly lead the ranking for
financial and marketing data products, they are less important
for healthcare-related ones.

We cross-validated our results in 5-fold executions of both
methods and took averages in order to disregard features that
showed to be important only in specific tests. As regards
robustness, we compared the top-20 ranking of every indi-
vidual test to the top-20 average ranking of that algorithm and
category. It turns out that both rankings have at least 5 features
in common in 95% of the cases, and a median of 13 common
individual features.

Table V lists other features not related to data volume in
descending order of importance. Next we provide some details
about the most important features of each specific category:

Financial: Not only do volume-related features such as
‘units’ and ‘entities’ rank number one, but they are on average
four times more important than the second feature in the
ranking. Other features relate to specific characteristics of
financial data products and help models identify data products

either by their category (e.g., ‘Retail’) or their description.
For instance, RF relies on the word ‘edgar’, which stands for
SEC’s Electronic Data Gathering, Analysis, and Retrieval Sys-
tem, all algorithms identify business ‘contact’ lists, a family
of financial products, and they also use ‘stock’ and ‘market’.
The word ‘custom’ helps identify information about customers,
but also refers to the valuable possibility of personalizing data
products (e.g., select which companies we want financial data
from). Features related to delivery methods (e.g., ‘S3bucket’
or ‘Download’) and update rate (e.g., ‘real time’ or ‘daily’)
stand out in terms of relevance, as well.

Marketing: With regards to marketing data products, fea-
tures related to volume, such as ‘units’ and ‘entities’ lead the
ranking, as well. Again categories (e.g., ‘Financial’, ‘Others’)
and specific words pointing to relevant characteristics of data
play a relevant role, too. For example, words like ‘contact’ are
used to locate contact lists, a family of marketing products,
the stems ‘qualiti’ and ‘accur’ refer to the high-quality and
accuracy of data, as advertised by sellers. A number of
features, such as the stem ‘identifi’, emphasize the value of
identification for marketing data. In addition, the presence of
‘IdSessions’ and ‘IdCompanies’ features indicates that being
able to reconstruct sessions of anonymized individuals and
being able to identify merchants are price drivers for marketing
products. Unlike financial data, the fact that a dataset includes
‘location data’ is also used to set prices of marketing data.
Finally, the scope of data is important, as suggested by features
like ‘USA’ and ‘Nº Countries’ ranking high in the results of
RF and kNN models.

Healthcare: The ‘what’ is more important than the ‘how
much’ when fitting the observed prices of healthcare products.
This is due to the heterogeneity of data products belonging
in this category, ranging from contact lists of healthcare
practitioners and hospitals to data about clinical trials or
specific medications. Therefore, stems like ‘trial’, ‘hospit’
or ‘studies’ help in identifying what a dataset is about. The
stem ‘go’ refers to an official check-in and rating system that
was used to limit the spread of COVID in the US. Features
related to the update rate, data format (‘csv’), the number of
available delivery options (‘Del. Methods’) and the presence
of ‘Limitations’ (e.g., limited number of reports, or limited
data exports included) determine product prices, too.

3) Analyzing the importance of groups of features: Since
LOO is often negligible for individual features, we have
repeated this analysis for groups of features answering to the
same question regarding the data product (see Tab. III). In this
case, we have used the following two methods:

1) Measuring the prediction accuracy lost when a group of
features is removed from the input dataset (LOO).

2) Measuring the average (in 20 random train/test split
executions) Shapley value of each group of features.

The Shapley value is defined as the average R2 score added
by combining the information of a certain group of features
with every possible mix of the rest of groups. This is a well-
known and widely-used concept in game theory, economics
and ML [24], [59], and it is considered a ‘fair’ method to



TABLE VI: LOO values by feature group

Group Financial Marketing Healthcare All
RF kNN GBR RF kNN GBR RF kNN GBR RF kNN GBR

Description 0.027 0.025 0.066 0.021 0.034 0.098 0.054 0.425 0.052 0.023 -0.020 0.079
Volume 0.092 0.182 0.167 0.171 0.138 0.199 0.048 0.014 0.052 0.138 0.123 0.142
Geo Scope -0.005 -0.007 -0.001 -0.003 -0.006 0.000 0.015 0.000 -0.011 -0.003 -0.002 0.000
Del. Method 0.005 0.032 0.011 0.000 0.018 0.008 0.019 0.017 0.003 0.002 0.010 0.008
Format 0.002 0.004 0.010 0.007 0.001 0.023 0.007 0.030 0.000 0.002 0.007 0.006
Category -0.002 0.001 0.001 -0.001 -0.003 0.001 0.013 -0.033 -0.006 0.001 0.000 0.003
Add-ons -0.001 0.007 -0.001 -0.001 0.000 0.001 0.000 0.022 0.000 0.001 0.001 0.000
Identifiability -0.002 0.016 0.002 -0.001 0.006 0.004 0.010 0.000 -0.009 0.000 0.008 0.000
History -0.001 0.000 0.000 -0.003 0.004 0.000 0.009 0.000 0.000 0.002 0.000 -0.001
Update Rate 0.001 0.023 0.001 0.036 0.000 0.016 0.010 0.021 0.000 0.021 -0.002 0.014

TABLE VII: Shapley values by feature group

Group Financial Marketing Healthcare All
RF kNN GBR RF kNN GBR RF kNN GBR RF kNN GBR

Description 0.155 0.266 0.222 0.247 0.153 0.152 0.232 0.290 0.236 0.113 0.176 0.187
Volume 0.211 0.216 0.184 0.290 0.241 0.241 0.168 0.125 0.131 0.211 0.210 0.174
Format 0.087 0.006 0.086 0.027 0.046 0.094 0.090 0.077 0.082 0.072 0.087 0.071
History 0.072 0.000 0.059 0.009 0.037 0.036 0.063 0.001 0.046 0.058 0.010 0.037
Update Rate 0.088 0.056 0.084 0.060 0.032 0.050 0.046 0.145 0.041 0.067 0.034 0.067
Del. Method 0.036 0.054 0.044 0.093 0.075 0.049 0.030 0.040 0.035 0.062 0.062 0.074
Identifiability 0.034 0.038 0.028 0.052 0.027 0.048 0.040 0.001 0.031 0.056 0.022 0.039
Geo Scope 0.056 0.046 0.050 0.032 0.044 0.036 0.030 0.001 0.040 0.061 0.015 0.024
Category 0.071 0.021 0.044 0.018 0.043 0.037 0.017 0.031 0.039 0.070 0.063 0.055
Add-ons 0.021 0.003 0.021 0.012 0.028 0.038 0.048 0.053 0.041 0.055 0.026 0.045

distribute the gains obtained by cooperation. In our case, we
applied the Shapley value to distribute the gains in accuracy
of our regression models among the groups of features that
contributed to achieving such an accuracy. Furthermore, we
ran 5-fold feature importance analysis in the case of LOO,
in a similar way as we did for individual features, and 20
calculations of the Shapley values for random 80/20 train/test
splits of our input data.

Whereas LOO measures gains or loses in accuracy of a
model when features belonging in a group are removed from
the input matrix, Shapley values better capture the comple-
mentarity among groups and take into consideration their
individual predictive power, as well. Table VI and Table VII
list the LOO and the Shapley values by group of features
in descending order of importance. The standard deviation
of Shapley values across executions is acceptable (average
below 0.029 for financial and marketing datasets, 0.057 for
healthcare-related data, and below 0.017 for all the data), and
the ranking of relevant feature groups remains stable.

Figure 5 plots the percentage of the sum of Shapley and
LOO values that each feature group represents, what we
call their predictive power, and illustrates how important
each group is for determining the prices of each category
of products. We have piled together and colored in gradients
groups responding to the same question about data products.

Note that the algorithms, in the absence of certain features,
try to replace or infer them through other features in order to
come up with the best estimation possible. We have observed
that this happens with ‘category’ labels or ‘add-ons’, and it
is also the reason why LOO values are generally smaller than
the corresponding Shapley values.

By looking at Fig. 5, we can confirm that features related
to ‘volume’ and ‘descriptions’ are the most relevant groups
driving data prices: at least half of the predictive power owes
to those two groups of features according to their Shapley

Fig. 5: Predicting power of feature groups

values. While ‘volume’ is clearly the most relevant group for
marketing data products, it is not so relevant for healthcare-
related data due to the heterogeneity of products belonging in
this category and due to their lower price-sensitivity to volume.

Data ‘update rate’ and its ‘format’ are consistently rele-
vant across all data categories, but to a lesser extent (6-11%
of the prediction score), whereas the Shapley values of the
other groups differ across categories: ‘history’ (meaning the
time span of data delivered) is more relevant for financial
and healthcare-related data, ‘delivery methods’ are more
relevant for marketing data, and ´identifiability’ is important
in general, but especially for marketing products. These results
are in line with our discussion based on the relevance of
individual features in the previous section.

In summary, it is mostly ‘what’, as captured in product
description and categories, and ‘how much’ data is being
traded that determine the price of a product. Since relevant
descriptive features are diverse and strongly differ across



data categories, we failed to find a single feature other than
‘units’ that, with some aforementioned exceptions, consistently
shows a significant predictive power. However, we did find
interesting features driving the prices of specific categories of
data, such as update rate for financial products, and the ability
to provide exact locations and those related to identifiability
for marketing data. ‘How’ data is delivered to buyers proved to
be important too, and accounts for 15-24% of predictive power
according to Shapley. Finally, historical time span (‘when’) and
geographical scope (‘where’) of data products, whose score
oscillates around 5% for every data category, are less relevant
in driving their prices.

VII. RELATED WORKS

Even though several surveys related to data marketplaces
have been recently published [4], [57], [60]–[62], our work is,
to the best of our knowledge, the first empirical measurement
study that deals with the prices of data products sold in
commercial data marketplaces.

In fact, the lack of empirical data around dataset prices is
considered as a key challenge in data pricing research [53].
According to some authors, some techniques to set the prices
of digital products [58] or cloud services [66] are applicable to
data products, as well. Some authors proposed auction designs
to set the prices of digital goods and data products [26],
[27]. Novel AI/ML data marketplace architectures have been
proposed under the concept of value-based pricing [3], [16],
[49] and the value of privacy [48]. Moreover, some authors
defined pricing strategies and marketplaces based on differen-
tial privacy [25], [40] or queries to a database [15], [37]. All
of them work on analyzing the theoretical properties for fair,
arbitrage-free pricing, but leave the responsibility of actually
defining absolute prices to both buyers and sellers. Quality-
based pricing [29] is the one closest to our approach. Accord-
ing to it, the value of data must be assessed by evaluating
and assigning weights to certain quality features. Even though
some additional works have provided data pricing strategies
for sellers based on this idea [67], we are not aware of any
measurement study that has been able to derive weights for
such features from real market data.

The pricing of personal data of individuals has received
attention from the privacy and measurement communities.
There are measurement studies based on prices carried over
the Real Time Bidding protocol [43], [51] as well as more tra-
ditional survey-based studies [12]. These works report prices
for the data and the attention of individuals and, therefore,
have nothing to do with B2B datasets traded in modern DMs.

Cross-marketplace analysis and discoverability of data has
been pointed out as a significant challenge by data marketplace
vision papers [54]. Google Dataset Search has proposed a
standard for providing metadata for their crawlers [11]. Dis-
coverability is the leit motiv of DMs and data aggregators,
such as DataRade, but do not touch upon pricing questions.

Finally, part of this work explaining the challenges in scrap-
ing and comparing across data marketplaces and outlining the
design of a data quotation tool was published as a workshop

paper [5]. This paper is adding substantially new material, such
as the procedures we used to populate a cross-DM database,
the development and test of classifiers to compare across DMs
(see Sect. V), and the training of regression models to fit data
prices and carry out feature importance analysis (see Sect. VI).

VIII. CONCLUSIONS AND FUTURE WORK

Our work has provided a first glimpse into the growing
market for B2B data. Despite having worked in a range of
pricing topics in the past, prior to conducting this study, we did
not have the slightest idea even for fundamental questions such
as “What are typical prices for data products sold online?”, or
“What types of data command higher prices?”. Our work has
produced answers to those and many other questions. We have
seen that while the median price for data is few thousands,
there exist data products that sell for hundreds of thousands
of dollars. We have also looked at the categories of data and
the specific per-category features that have the highest impact
on prices. Having scraped metadata for hundreds of thousands
of data products listed by 10 real-world data marketplaces and
other 30 data providers we found fewer than ten thousand that
were non-free and included prices. We believe that this is due
to prices being often left to direct negotiation between buyers
and sellers, and also because most marketplaces use free data
to bootstrap their marketplace and attract the first “buyers”
and then commercial sellers.

Moreover, the paper represents a first step towards develop-
ing a price recommendation tool for new data products [5],
and has even provided a first implementation of some of
its key components, namely i) the metadata and taxonomy
required to describe data products, ii) crawlers and parsers to
automate the collection of such information from key leading
marketplaces, iii) classifiers to compare across them, and iv)
regression models to understand which are the most relevant
features driving product prices. The significant monthly growth
rate we have seen at AWS and other marketplaces makes us
believe that in the future the paid catalog of data marketplaces
is bound to grow and therefore, we will continue monitoring
them to see how they evolve.
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J. Levenberg, D. Mané, R. Monga, S. Moore, D. Murray, C. Olah, M.
Schuster, J. Shlens, B. Steiner, I. Sutskever, K. Tal- war, P. Tucker,
V. Vanhoucke, V. Vasudevan, F. Viégas, O. Vinyals, P. Warden, M.
Wattenberg, M. Wicke, Y. Yu, and X. Zheng. TensorFlow: Large-scale
Machine Learning on Heterogeneous Systems, 2015. Software available
from tensorflow.org.

[2] Advaneo. Access to the world of data. https://www.
advaneo-datamarketplace.de/. Last accessed: Oct’22

[3] A. Agarwal, M. Dahleh, and T. Sarkar. A Marketplace for Data: An
Algorithmic Solution. In Proc. of ACM EC, 2019.

[4] S. Andrés Azcoitia and N. Laoutaris. A Survey of Data Marketplaces
and their Business Models. SIGMOD Record, 2022.

[5] S. Andrés Azcoitia, C. Iordanou, N. Laoutaris, “Measuring the Price
of Data in Commercial Data Marketplaces,” ACM Data Economy
Workshop, 2022.



[6] I. Arrieta-Ibarra, L. Goff, D. Jiménez-Hernández, J. Lanier, and E. G.
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1 Motivation

As data is increasingly used to drive decision-making processes, companies need obtaining suitable data and
insights from third parties to improve the accuracy and efficiency of their models. A number of commercial
data marketplaces (DMs) have appeared in the market to mediate between providers and consumers and to
manage data sharing and transactions between them [1].

The operation of a data marketplace entails complex technical and economic challenges due to the elusive
nature of data as an economic good. In particular, the value of data is strongly dependent on the use case,
and two similar datasets could be very valuable for a ML task A and not so valuable for a ML task B, and
data from different providers may yield very different values in training a single ML model, irrespective of
the amount of information they carry [2]. In summary, buyers are not able to realise the value of a piece of
data for them until they are able to test the data on their own model.

A number of solutions have been proposed to circumvent this problem, known as Arrow’s information
paradox. On the one hand, commercial data marketplaces are addressing this by sharing outdated data
samples, by providing metadata to potential buyers, and most interestingly by allowing potential data buyers
try versions or samples of a dataset in “sandboxed” environments that do not allow buyers to download data.
On the other hand, most DM proposals from the research community have responded to this challenge by
allowing buyers to share their ML models with DMs and letting the platform provide data according to
the price paid by users [3, 4], or find the combination of datasets [5, 6] that best suits the ML task. These
solutions, which have not been implemented yet, share a common drawback: buyers are supposed to trust the
platform and share a most likely sensitive and confidential ML model. Such ML models are often complex,
which makes training them with different combinations of eligible datasets to select the most suitable ones
computationally expensive. Finally, none of these solutions evaluate the cost of processing a data transaction,
which can be prohibitive and hence can threaten the viability of the DM.

Our objective is to provide more scalable and explainable alternatives to these proposals that avoid buyers
sharing confidential intellectual property with DMs, and make the data purchasing process more scalable.
This solution will also be useful in federated environments in the cloud edge, where data will be distributed
in different edge nodes, and federated clients in those nodes will be in charge of evaluating data assets and
returning the results to a centralized control node that will be accessed by data buyers.

Our planned contributions: This paper will introduce a practical architecture of a data marketplace that
evaluates and charges for data and for processing transactions. Moreover, it introduces the idea of valuation
functions (VFs) and puppet valuation models (PVMs) to reduce the processing costs, and shows that data
buyers are able to find suitable data tailored to their use case without necessarily sharing information about
their (often) complex ML tasks. Then we plan to test different PVMs and VFs for different use cases related
to image classification problems and a forecasting taxi-ride demand in different districts of Chicago [7] use
case, and we plan to investigate the efficiency vs. accuracy trade-off and evaluate the cost of processing and
selling such data.
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2 Problem Setting

Let us assume that the buyer is seeking to buy data in order to optimise a certain AI/ML model (M),
i.e., to maximise the value of a metric a(·) which we will call accuracy and can accommodate any model
performance metrics such as F1 score, precision, mean absolute error, etc. We will assume the buyer has
also a limited budget B to pay for the cost of such transaction.

Let us denote by S the set of sellers able to provide suitable data for the task (M, a) at a given DM. We
will denote by C the catalogue (set of possible data inputs) for (M, a) based on data from those sellers. We
will assume the pricing function p : C −→ R+ is known by the DM and subadditive. Based on the way real
data marketplaces work, we will assume that the price the buyer pays for data is set according to different
criteria, namely i) the volume of samples purchased, ii) a realistic distribution obtained from existing prices
in commercial DM catalogues, iii) a random uniform price distribution that has nothing to do with the value
of data [1], or iv) according to the accuracy it brings to the task (M, a).

Apart from presenting the buyers different eligible datasets d ⊆ C and their prices p(d), we will assume
that the data marketplace can evaluate the performance of an AI/ML model trained with data it has access
to, and buyers can therefore ask the DM for a(d) to make the decision of which dataset(s) to buy. We will
assume that the DM will charge the buyer for the corresponding processing cost a quantity that will depend
on the task and the data to evaluate, denoted as γ(M, a, d). We will assume that this cost is proportional to
the processing time invested in the transaction, and we will take real costs of IaaS in public cloud platforms
to evaluate the processing charges issued by the DM.

For now, we will assume that the DM is also willing to perform some free valuation for the buyer, by
providing him with the revealed accuracies for a small subset of C which we denote the known set K ⊂ C.
The rest of the datasets for which accuracy is unknown belong to the unknown set U ⊆ C, therefore the
datasets on sale in the catalogue are C = K∪U . This assumption is relaxed later as the purchasing strategies
developed can work in the setting where nothing is provided for free |K| = 0.

Therefore, we will assume that the cost of a data transaction for the buyers, denoted as c(d), includes a
fixed cost component (compensating, for example, for the registration of a transaction in a blockchain ledger,
or for the resulting costs or transferring the data) denoted as cf , the cost of acquiring the data (p(d)), and
a variable cost component proportional to the amount of processing required to select d and calculate the
corresponding payoffs for sellers, which we will denote as cp and that will in turn depend on the datasets
d′ ∈ K the buyer has asked the DM to evaluate to make this decision.

c(d) = p(d) + cf + cp = p(d) + cf +
∑
d′∈K

γ(M, a, d′) (1)

2.1 Purchasing Strategies

In this setting, the problem of selecting suitable data products using the capabilities of data marketplaces
is not straightforward and requires careful purchasing strategies to optimise argmaxd∈Ca(d) subject to
c(d) < B. Optimally, buyers would like to get the d⋆,∀d ⊆ C, a(d⋆) ≥ a(d). But for finding d⋆ a buyer needs
to ask the DM to evaluate any possible combination of data products, which usually leads to prohibitive
processing costs. Since it is not feasible to reveal the value of any possible combinations of elements in C,
buyers need purchasing strategies to select promising data to be evaluated by the DM and, eventually, be
bought to increase the accuracy of their model.

Impossibility of maximising absolute quality with a deterministic algorithm: Given that qualities
of the datasets in U are unknown, it follows that no deterministic algorithm is guaranteed to be able to buy
the affordable dataset of highest (absolute) quality.

Lemma 1 Given prices and qualities for datasets in K, prices for datasets in U , and a budget B for buying
datasets and revealing unknown qualities at cost R per individual dataset, it is impossible to guarantee that
the dataset with highest quality and price up to B will be identified in K ∪ U .

2



This can be easily established via the following counter-example. Assume that o is the optimal dataset
that has p(o) ≤ B and a(o) ≥ v for any v ∈ C and that o ∈ U . Assume also that |U| > B/R. This means
that independently of the actual price p(o), the buyer may not be able to identify o even if he uses all his
budget to reveal the price of ⌊B/R⌋ datasets in U .

2.1.1 Greedy Algorithm

Granted the impossibility of maximising absolute quality, let us define the alternative notion of guaranteed
quality for the buyer as the maximum quality dataset that he can afford at a certain point in time with the
available information and budget at that time. Knowing the prices and qualities in K, the prices in U , and
having a budget B, if we take the set K to be sorted in order of decreasing accuracy and the set U to be
sorted in order of increasing price. Then the initial guaranteed quality of the buyer is the first and therefore
highest accuracy dataset in the known set a(k(1)) where k ∈ K. If, he starts exploring U then his guaranteed
quality can become at least :

g∗ = max

(
a(k(1)),max

u∈U
(a(u))

)
(2)

Algorithm 1 Greedy Algorithm for Maximum Guaranteed Quality

Require: K (known datasets), U (unknown datasets), B (budget), R (cost to reveal)
1: Initialize:
2: remaining budget← B −B − p(k(1))
3: best dataset← k(1)
4: i← 0
5: Sort K in order of descending accuracy, and U in order of increasing price
6: while remaining budget > R do
7: Pay R to learn the quality of U(i)
8: if a(U(i)) > best dataset and p(U(i)) ≤ B −R ∗ i then
9: Set best dataset = a(U(i)) and leftover = B − p(U(i))−R ∗ i

10: end if
11: i← i+ 1
12: end while
13: return best dataset

2.1.2 Bandit Algorithm

Depending on the distributions of qualities and prices in the unveiled set K and the unknown set U , heavier
bias towards exploration might lead to better quality found and perhaps even the global maximum dataset
being found. For this case, we can postulate that a buyer is willing to risk a certain drop in guaranteed
quality g∗ for an increase in the expected accuracy e∗ in the hope of finding a dataset u(k) whose quality
is higher than the guaranteed maximum a(u(k)) > g∗. This can occur if the dataset u(k) is outside the

exploration depth achieved by the greedy algorithm, k > B−p(g∗)
R . We denote this risk factor s, which

dictates how much sacrifice in quality the buyer is willing to incur. It is provable that reserving the price
of a cheaper yet slightly lower accuracy dataset in K as the exploration starting point can lead to deeper
exploration and perhaps better results. This alternate starting point in K we denote as k(j) ∈ K.

e∗ = max

(
a(k(j)),max

u∈U
(a(u))

)
(3)

To choose our starting point, we compute the probability of choosing a dataset k(j) in K and reserving
its price p(k(j)), denoted as εj , as the ratio of sacrifice in quality ∆a(j) = a(k(1)) − a(k(j)) to increase in

leftover budget ∆l(j) = l(k(j))− l(k(1)), εj =
∆l(j)
∆a(j) . The weights are normalized so that

∑|K|
j=1 εj = 1.
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Algorithm 2 Bandit Algorithm for Maximum Expected Quality

Require: K (known datasets), U (unknown datasets), B (budget), R (cost to reveal), s (risk)
1: Initialize:
2: datasets explored← boolean array for datasets in U
3: linear regression performance← array for performance tracking
4: remaining budget← B
5: best dataset← k(j) ∈ K
6: tp ← 0
7: while remaining budget > R do
8: Calculate average error as average of linear regression performance
9: Update tp using get adjusted tp(average error, s, tp)

10: Calculate ρ between known datasets in K and unveiled datasets in U
11: if tp suggests using linear regression (ρ > tp) then
12: Apply linear regression on known datasets
13: Predict accuracies in U
14: Select a dataset in U based on predictions and affordability
15: Update linear regression performance
16: else
17: Select and reveal a dataset from U with heavy bias on cheaper datasets
18: end if
19: Update datasets explored and remaining budget
20: if revealed dataset has higher accuracy and is affordable then
21: Update best dataset
22: end if
23: end while
24: return accuracy of best dataset

3 Scenarios

For the Benchmark testing we have used the task of image classification on the MNIST dataset. To simulate
different realistic DM scenarios where our purchasing strategies could be tested and compared we have
introduced non-iid distributions of labels, dataset sizes, image quality, Moreover, as part of prior research
and surveys in commercial data market [1], we have identified four pricing schemes commonly present in
DMs, namely volume-based pricing, accuracy-correlated pricing, random pricing, and pricing according to a
market-based distribution. Next we provide additional details on how we carried out non-iid distributions,
and on the different price schemes considered in the tests.

3.1 Non-iid: Label and Size Distribution

Using a Dirichlet distribution, we are able to split the MNIST dataset into partitions simulating the datasets
on sale on a DM using a α parameter to decide the non-iid degree as shown in Figure 1.

3.2 Non-iid: Quality Distribution

To simulate the differing quality of images offered by the sellers in a DM we introduce different types of
noise to the images, namely: Gaussian noise, speckle noise and salt and pepper noise as show in Figure 2

3.3 Pricing Schemes

Volume-based pricing: This is the case in which the price per image is the same for all sellers.
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(a) Label Distribution of 10 sellers (b) Size distribution of 100 partitions

Figure 1: Representation of the resulting simulated DM catalogue with MNIST Non-iid split.

(a) Gaussian Noise representation (b) Speckle Noise representation (c) S&P Noise representation

Figure 2: Representation of the resulting images after applying different noises.

Random pricing: In this case the price per dataset is set independently and following a uniform random
distribution.

Pricing correlated with accuracy: Some literature works propose that DMs charge prices relevant to
the utility brought to the buyer. We will assume that in our case the utility of a dataset is equivalent
to the accuracy of that dataset on the buyers model.

Market-based pricing: From surveying existing commercial DMs we have obtained a distribution for
image dataset prices following two distinct log-normal distributions. The two classes represent ”general
purpose” datasets which are generally larger and less task dependent and ”custom” datasets which are
generally smaller and more tailored to a specific task. We simulate this case by adding noise to
the larger partitions in our split and assigning those partitions the price distribution of the ”general
purpose” datasets, whereas the smaller cleaner datasets are assigned the price distribution of ”custom”
datasets.

4 Preliminary Results

To compare our algorithms, we have implemented five other algorithms present in the existing exploration
vs exploitation research literature [8, 9, 10].

Epsilon Greedy Bandit: In the Epsilon-Greedy strategy, with probability epsilon, you explore by reveal-
ing the accuracy of a dataset in U , and with probability 1 - epsilon, you exploit by choosing the best
dataset found so far that is affordable with the remaining budget. The value of epsilon determines the
balance between exploration and exploitation – a higher epsilon meaning more exploration.

Upper Confidence Bound (UCB) Bandit: UCB involves selecting the dataset that has the highest up-
per confidence bound, balancing between the mean accuracy and the uncertainty associated with it.
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Thompson Sampling Bandit: Thompson sampling in our context would involve maintaining a probabil-
ity distribution for the accuracy of each dataset in U . As you reveal more datasets, you update these
distributions.

Softmax (Boltzmann) Exploration: Softmax - aka Boltzmann - Exploration is a strategy where the
probability of selecting an option is based on the relative estimated values of the options, using a
softmax function. This approach is softer than the hard max decision rule used in UCB and can be
more explorative.

Gradient bandit Algorithm: Gradient Bandit Algorithms use a numerical preference for each option.
The preferences are updated based on received rewards, and the probability of selecting each option is
determined using a softmax function over these preferences.

(a) Random Pricing (b) Pricing correlated with accuracy

(c) Volume-based Pricing (d) Market-based Pricing

Figure 3: Performance Comparison of our algorithms on MNIST.
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5 Conclusion and Next Steps

As shown in Figure 3, our Bandit algorithm seems to outperform the greedy and the other algorithms from
exploration vs exploitation literature in all four of our case scenarios. It proves to be more robust as it deals
with even unfavourable pricing schemes such as random pricing while still maintaining its strength in the
correlated and volume-based pricing scenarios.

Next Steps: We are progressing with this task in the following directions:
1. Scanning for optimal parameters both for the bandit and the existing literature solutions to properly

show that our algorithm outperforms them,
2. Introducing VFs and PVMs and testing them to find out about the accuracy vs cost trade-off that is

of interest to us in the scope of this work, and finally
3. Moving on to a second scenario to validate our purchasing strategies performance in that case and

explore the effect and trade-off introduced by the use of VFs and PVMs. In this case, we will evaluate and
select data of individual taxis for the task of forecasting taxi-ride demand per district in Chicago.

References

[1] S. Andrés Azcoitia and N. Laoutaris. A survey of data marketplaces and their business models. 2022.

[2] Santiago Andrés Azcoitia, Marius Paraschiv, and Nikolaos Laoutaris. Computing the relative value of
spatio-temporal data in wholesale and retail data marketplaces, 2020.

[3] Anish Agarwal, Munther Dahleh, and Tuhin Sarkar. A marketplace for data: An algorithmic solution.
In Proceedings of the 2019 ACM Conference on Economics and Computation, pages 701–726, 06 2019.

[4] Lingjiao Chen, Paraschos Koutris, and Arun Kumar. Towards model-based pricing for machine learning
in a data marketplace. In Proceedings of the 2019 International Conference on Management of Data,
SIGMOD ’19, page 1535–1552, New York, NY, USA, 2019. Association for Computing Machinery.

[5] Santiago Andrés Azcoitia and Nikolaos Laoutaris. Try before you buy: A practical data purchasing
algorithm for real-world data marketplaces, 2020.

[6] Xinlei Xu, Awni Hannun, and Laurens Van Der Maaten. Data appraisal without data sharing. In Gustau
Camps-Valls, Francisco J. R. Ruiz, and Isabel Valera, editors, Proceedings of The 25th International
Conference on Artificial Intelligence and Statistics, volume 151 of Proceedings of Machine Learning
Research, pages 11422–11437. PMLR, 28–30 Mar 2022.

[7] City of Chicago. Taxi trips: City of chicago: Data portal, Dec 2023.

[8] WILLIAM R THOMPSON. ON THE LIKELIHOOD THAT ONE UNKNOWN PROBABILITY EX-
CEEDS ANOTHER IN VIEW OF THE EVIDENCE OF TWO SAMPLES. Biometrika, 25(3-4):285–
294, 12 1933.

[9] Peter Auer, Nicolo Cesa-Bianchi, and Paul Fischer. Finite-time analysis of the multiarmed bandit
problem. Machine learning, 47:235–256, 2002.

[10] Richard S Sutton and Andrew G Barto. Reinforcement learning: An introduction. MIT press, 2018.

7



135/135 

Anexo 9: RAGs to Riches: Decentralized 

Retrieval and Measuring Document Influence in 

Retrieval-Augmented Generation (RAG) 

Systems 
Retrieval-Augmented Generation (RAG) systems enhance traditional large language models 

(LLMs) by retrieving external, relevant data during the generation process. While this approach 

improves accuracy and relevance—particularly in specialized domains such as finance, law, 

or medicine—it introduces challenges related to privacy, scalability, and incentivizing third-

party data providers. This work proposes a novel framework for decentralized retrieval (DR) 

and document influence measurement to enable a sustainable business model for RAG 

systems. 

A key issue lies in incentivizing third-party data contributors while protecting their proprietary 

information. LLM owners want to pay only for valuable, utilized data without exposing sensitive 

user queries, while data providers seek fair compensation without premature data disclosure. 

To address these conflicting interests, we propose decentralized retrieval mechanisms, 

ensuring that queries and third-party data remain private while still enabling retrieval. 

Our approach adapts indirect Wasserstein distances—previously used in federated learning—

to serve as a retrieval score, replacing traditional cosine similarity. This method not only 

preserves privacy but also offers competitive performance, as shown in initial evaluations. We 

address scalability challenges in DR through a filtering step such using randomized projection 

vectors, ensuring the method’s efficiency for large-scale retrieval tasks. 

In parallel, we tackle the novel problem of measuring the influence of retrieved documents on 

RAG outputs. Existing literature lacks methods to evaluate document contribution in our 

context. We explore multiple influence metrics, including: 

• Semantic and Transform Approaches: Cosine similarity and Optimal Transport 

(OT) distances. 

• Model Dynamics: Attention-based methods, such as L2 norm of attention weights 

and OT Attention-weighted distances. 

• Information Theory: Jensen-Shannon Divergence to compare probability 

distributions. 

• LLM-based Scoring: Prompting the LLM itself to evaluate relevancy and influence. 

Our results demonstrate that the Attention-weighted OT Distance performs best, effectively 

capturing the relationship between retrieved documents and generated outputs. This metric, 

combined with decentralized retrieval, allows for precise document evaluation without 

compromising privacy. 

The proposed system establishes a realistic and innovative RAG business model where LLM 

owners can securely retrieve and evaluate third-party data while compensating contributors 

fairly. Our contributions include a novel, scalable method for decentralized retrieval and a 

rigorous evaluation of document influence metrics, advancing the state of RAG systems.  

 

 


